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ABSTRACT

Information diffusion has been widely studied in networks, aim-
ing to model the spread of information among objects when they
are connected with each other. Most of the current research as-
sumes the underlying network is homogeneous, i.e., objects are of
the same type and they are connected by links with the same se-
mantic meanings. However, in the real word, objects are connected
via different types of relationships, forming multi-relational hetero-
geneous information networks.

In this paper, we propose to model information diffusion in such
multi-relational networks, by distinguishing the power in passing
information around for different types of relationships. We propose
two variations of the linear threshold model for multi-relational net-
works, by considering the aggregation of information at either the
model level or the relation level. In addition, we use real diffu-
sion action logs to learn the parameters in these models, which will
benefit diffusion prediction in real networks. We apply our diffu-
sion models in two real bibliographic information networks, DBLP
network and APS network, and experimentally demonstrate the ef-
fectiveness of our models compared with single-relational diffusion
models. Moreover, our models can determine the diffusion power
of each relation type, which helps us understand the diffusion pro-
cess better in the multi-relational bibliographic network scenario.

Categories and Subject Descriptors

H.2.8 [Database Management]: Database Applications—Data
mining
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1. INTRODUCTION

Information diffusion in networks has been studied widely in
different domains, such as social science [9, 18], network sci-
ence [8, 14], computer science [25], and the medical domain [1, 12,
5]. Many applications have benefited from these studies, such as
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diffusion-based prediction [26, 25], influence maximization [14],
word-of-mouth marketing [16], cyber security [25], and social me-
dia analysis [8, 10, 23].

Information Diffusion Models.

The information diffusion process can be largely described as:
some active nodes will influence their inactive neighbors in the net-
work and turn them into active nodes with a certain probability, and
the newly activated nodes can progressively trigger their neighbors
into becoming active. A node is called active if it has already taken
the action related to the information. For example, in an iPhone so-
cial marketing scenario, a consumer will be called active if she has
already purchased the device. Many diffusion models have been
proposed, such as linear threshold model [9, 24, 18], independent
cascade model [6], decreasing cascade model [15], general thresh-
old model [14], heat diffusion-based model [17], and so on. In this
paper, we will focus on the Linear Threshold Model (LTM).

Like many classical diffusion models, LTM is defined in the set-
ting with discrete timestamps, and the activation probability of a
node u at time ¢ + 1 will be defined according to the activation set
at time £. To be more specific, in LTM, each node u will be acti-
vated if and only if the total weight of its active neighbors is at least
Ou:

Z Wo,u0 (v, 1) > Oy (1)

vel'(u)

where I'(u) denotes the neighbor set of node u, w,,., denotes the
influence strength from v to u, §(v,t) = 1 if v is activated at time
t and O otherwise, and 6,, is the system-setting threshold.

Multi-relational Information Networks.

For most of current diffusion studies, the diffusion models are
built upon on the assumption that the underlying network is homo-
geneous, i.e., objects are of the same type and they are connected by
links with the same semantic meanings. For example, in a topic dif-
fusion case in academia, the objects in the network are researchers,
and the links in the network are collaboration relationships. In a
social network case, the objects are people, and they are connected
to each other by friendships.

However, in the real word, objects are usually connected via
different types of relationships, forming multi-relational networks
[27, 22]. For example, in the bibliographic information network
case, researchers could be linked together via different types of re-
lationships: collaboration relationships, citation relationships, shar-
ing common co-authors, co-attending conferences, etc. In the so-
cial network case, people are connected via friendships, colleague
relationships, family relationships, etc.

Based on the observation that many different relation types can
be derived from different types of interactions, we can generate a



multi-relational bibliographic information network via meta-path-
based techniques [28]. To be more specific, researchers can be con-
nected via co-authorship (author —paper —author), co-attending
conferences (author — paper — venue — paper — author), shar-
ing co-authors (author — paper — author — paper — author),
and citation relationships (author — paper — paper — author).
A real-world example is shown in Figure 1, where authors are con-
nected by four meta-path-based relation types.
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Philip S. Yu —_— Citation
———» Sharing Co-authors
——p» Co-attending Venues

Wagner Meira Jr.
Huaying Shu Nam Pham

L~ |

XuYu - Jun Huan<— Jiawei Han \ Yin Chen

Wenting Liu
Srinivasan T
Parthasarathy Wei Wang Anthony K. H. Tung

Figure 1: An illustrative example of a multi-relational network,
where topic “Association Rules” is propagating along all the types
of relationships among authors. Red nodes are authors who have
already adopted the topic, while green nodes represent authors be-
ing triggered to adopt the topic at the next timestamp.

Formally, a multi-relational information network G = (V, E)
is a special type of heterogeneous information network, which con-
tains one type of objects, i.e., V', and multiple types of relationships
between these objects, i.e., E = Fy U Eo U --- U Ek, where Ey,
represents kth type of relationships.

Information Diffusion in Multi-relational Information
Networks.

As multi-relational information network is ubiquitous in the real
world, an interesting question is how we can utilize different rela-
tion types to make prediction over future diffusion behavior?

We take Figure 1 as an example, studying how the topic “asso-
ciation rule” propagates in this multi-relational network. We ap-
ply LTM to each relation type, while ignoring influence from the
remaining relation types. The predictions precision about the acti-
vated node set at the next timestamp are shown in Figure 2. Accord-
ing to the results, every relation type has positive prediction power,
i.e., all these relation types are involved in the diffusion process.
In this case, if we only model influence of one relation type, there
would be great information loss for the remaining relation types.

So, how about applying LTM to all relationships by ignoring the
relation type information? The answer is no. The heterogeneity of
the prediction accuracy of different relation types implies that each
relation type plays a different role in the diffusion process. For ex-
ample, in the topic diffusion example, influence from a researcher’s
coauthors would be rather different from the ones she met in con-
ferences.

In this paper, we address the problem of modeling information
diffusion in multi-relational information networks, using topic dif-
fusion in multi-relational bibliographic networks as a case study,
and propose more general but effective models that can leverage
the relation type information in such networks. There are two major
challenges in providing such models. First, how can we model the
diffusion process in multi-relational networks, with heterogeneous
diffusion power for each relation type? Second, for a particular
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Figure 2: Prediction results on diffusion processes of topic "Asso-
ciation Rules" propagating along different types of relationships.

network and a concrete diffusion task, how can we automatically
determine the best weight for each relation type?

In order to solve the first challenge on modeling, we extend LTM,
the well-known diffusion model in single-relational information
networks, into two variational models for multi-relational informa-
tion networks, which we call MLTM-M and MLTM-R. MLTM-M
is a Multi-relational Linear Threshold Model that combines each
relation type at the Model output level. In other words, the infor-
mation first diffuses along each type of relationships independently,
and whether an object is activated or not is an aggregation of model
outputs from all these relation types. MLTM-R is a Multi-relational
Linear Threshold Model that combines each relation type at the
Relation level. In other words, the multi-relational network is
treated as a single-relational network by putting different weights
on different types of links, and then apply the single-relational lin-
ear threshold model to determine the activation probability.

In order to determine the weights for the models and therefore
make the models applicable for diffusion prediction in the real
world, we propose to use diffusion action logs to learn the param-
eters in these models. The diffusion action logs record the object
set that is activated at each timestamp. By maximizing the likeli-
hood of observing the action logs, either obtained from one cas-
cade or multiple cascades, we can find the MLE estimators for the
parameters using optimization methods. With the learned parame-
ters, either the weight of each relation-based diffusion model or the
weight for relationships of each relation type, we can not only un-
derstand the role of each relation type in the diffusion process but
also predict the diffusion according to given initial set of activated
objects.

We apply our diffusion models to two real multi-relational bib-
liographic information networks, DBLP network and APS net-
works. It turns out that, by distinguishing the relation types in
multi-relational information networks, our diffusion models can not
only produce higher prediction accuracy, but also have more inter-
pretability in explaining diffusion processes with regards to hetero-
geneous diffusion power of different relation types.

In summary, we make the following contributions in this paper:
1. We propose the problem of studying information diffusion in
multi-relational information networks, where objects are connected
to each other due to different reasons and with different semantic
meanings, and the diffusion power is no longer homogeneous on
the links from different types.

2. We propose two novel diffusion models that encode the diffusion
power for each relation type in the multi-relational networks.



3. Unlike most other diffusion studies, we propose to learn the pa-
rameters of our diffusion models from action logs, which can help
us to understand how different relation types play different roles in
the diffusion process and to predict future diffusion.

4. We test our model in two real-world multi-relational biblio-
graphic networks, DBLP and APS network, which demonstrates
the superiority of our model compared with baselines.

The rest of paper is organized as follows. In Section 2, two multi-
relational diffusion models are proposed, and the learning algo-
rithms for these two models are provided in Section 3. Experiments
are introduced in Section 4. Section 5 presents a brief summary of
related work. Finally, Section 6 concludes the work.

1.1 Information Diffusion Models in Single-
Relational Networks

Information diffusion has been widely studied in single-
relational information networks. The information diffusion process
can be largely described as: some active nodes will influence their
inactive neighbors in the network and turn them into active nodes
with a certain probability, and the newly activated nodes can pro-
gressively trigger their neighbors into being active. A node is called
active if it has already taken the action related to the information.
For example, in the research topic diffusion scenario, an author will
be called active if she has already adopted the research topic.

Many diffusion models have been proposed, such as linear
threshold model [9, 24, 18], independent cascade model [6], de-
creasing cascade model [15], general threshold model [14], heat
diffusion-based model [17], and so on. Most of these models are
defined in the setting with discrete timestamps, and the activation
probability of a node u at time ¢ 4+ 1 will be defined according to
the activation set at time ¢.

In this paper, we focus on the linear threshold model, and pro-
pose two extensions in th multi-relational information network sce-
nario. Linear Threshold Model was proposed by Granovetter in
[9], where the activation probability of a node u is dependent on its
activated neighbors v’s. Each node has a threshold 6,, in the range
of [0,1]. w is activated if and only if the activation probability is
larger than the preset threshold 6,, :

> weub(u,t) > 0, )

vel (u)

where I'(u) denotes the neighbor set of node w, w,,, denotes the
influence strengths from v to u, and d(u,t) = 1 if u is active at
time ¢ and O otherwise.

2. DIFFUSION MODELS FOR MULTI-
RELATIONAL NETWORKS

In this section, we propose diffusion models for multi-relational
networks, by extending the single-relational LTM. In these models,
we want to explore how relation type information can be encoded
in the diffusion models.

2.1 Overview

Unlike single-relational diffusion models, objects are now con-
nected to other objects via different types of relationships, and in-
fluence propagates to objects by all these relation types simultane-
ously. We make the assumption that different types of relationships
should carry different levels of diffusion power. For example, re-
searchers found that different types of relationships have different
impacts on obesity spreading [5].

Therefore, we encode the heterogeneous diffusion power of each
relation type in the diffusion process. Moreover, we aim to test the

following two assumptions on how different types of relationships
work together in propagating information.

e Assumption 1 (Relation Independent Diffusion). Under this
assumption, the information is propagated along each relation
type independently, and then the activation probability of an ob-
jectis an weighted aggregation of the activation probabilities for
all the types of relationships, as shown in Figure 3.

Figure 3: Illustration of Assumption 1, Relation Independent Dif-
fusion

e Assumption 2 (Relation Interdependent Diffusion). Under this
assumption, the information is propagated on the mixed set of
links from any types of relationships, with the weights of differ-
ent relation types being treated differently, as shown in Figure 4.

Figure 4: Illustration of Assumption 2, Relation Interdependent
Diffusion

We now propose two variations of LTM under the two assumptions,
which are introduced in detail in the remainder of this section. We
use [i to denote the hyper-level weight for relation type k, and
wfﬁ, to denote the weight of the link between u and v of relation
type k. More notations are summarized in Table 1.

2.2 Multi-Relational Linear Threshold Model
(MLTM)

We now extend LTM into the multi-relational case. In particular,
we assume the threshold of every object follows a uniform distri-
bution in [0, 1], such that the weighted percentage of the activated
neighbors determines the object activation probability, where the
weight is determined by the weight of the link. We consider the ex-
tensions under the two assumptions, when there are multiple types
of links involved, in the following sections.

2.2.1 Relationship Weighting

Before proceeding to the proposed models, the diffusion strength
(weighting) of every pair of nodes with regards to different relation
types needs to be estimated. Remark that our models are orthogonal



Notation | Meaning

u,v,1,] | objectindex

k relation type index

FEy relationship set of kth type

I'(i, k) | neighbor set of object ¢ with respect to relationship set
E), at timestamp ¢

wff)t weight of the relationship between 4 and j of type k at
timestamp ¢

0(7,t) 1, if node j is activated at timestamp ¢; 0, otherwise

Du(t) the activation probability of node w at time ¢

V(t) objects activated at timestamp ¢

R, objects not activated yet by timestamp ¢ (¢ not included)

Table 1: Notation Table.

to the weighting schema, so that any reasonable diffusion strength
estimation methodologies would fit in the models. In particular, we
use the pathsim strategy proposed in [28] to calculate the diffusion
strength. Given relation type F, (symmetric meta-path), the weight
between v and v can be defined as

Ej
Wyv = ‘P(u v)|
E E

where P(u’”v> is the set of meta-paths (interactions), of relation type
Ey, starting from v and ending at v, and | - | denotes the size of the

set. More details on meta-path and pathsim can be found in [28].

2.2.2 MLTM-M: Model-Level Aggregation

Under the first assumption, the multi-relational network can be
considered as K independent networks over the same set of objects.
We can calculate the activation probability for an object ¢ under
each relation type k:

k .
Zjel‘t(i,k) ’wz(j,fﬁ(%t)
) 3)

> wk
jer (i,k) Wijt

Pt +1) =

where I'¢ (i, k) represents the neighbor set of object ¢ with respect

to relationship set Fy at timestamp ¢, w( ) denotes the weight of
link between 7 and j for relation type k, and 6 (4,t) denotes whether
j is activated at timestamp .

Then the activation probability for object ¢ is an aggregated
function of activation probability of ¢ in each relation type that
pi(t +1) o< 3, Brp™ (t + 1). Without loss of generality, we
choose logistic function as the aggregation function to integrate the
propagation factors for all different types of relationships:

ok Brpt™ (¢4 1)+ 60

pi(t+1) = “

1+ ek ﬁkps;k)(t-‘rl)-‘-ﬁo
where (o represents the weight for the constant factor, which can
be considered as the diffusion factor of global effect [20], such as
influence from the mass media, that cannot be captured by the net-
work typologies. Under this model, several interesting properties
can be derived, which disclose the impact of each individual rela-
tion type to the overall diffusion process.

PROPERTY 1. Let p( k) (t + 1) be the activation probability of
i at timestamp t + 1 without relation type k, under MLTM-M, we
have

e if B > 0, then p;(t + 1) > pz(-_k)(t + 1), that is, a relation
type with positive diffusion power will increase the activation
probability of i;

e if B =0, then pi(t + 1) = p§7k>(t + 1), that is, a relation
type with no diffusion power (such as noise) will not change the
activation probability of i; and

o if B < 0, thenpi(t+1) < p( k)(t + 1), that is, a relation
type with negative diffusion power will decrease the activation
probability of i.

PROOF. Proof is omitted due to space limitation. [

According to this property, adding a new type of relationships al-
ways leads to the increase of the chance for an object to be acti-
vated, as long as the relation type has positive diffusion power. We
can expect the phenomenon in the real world scenarios such as dis-
ease propagation: if a disease can be propagated via multiple chan-
nels, the exposure of a person to more channels of the pathogens
leads to a higher probability for her to get infected.

2.2.3 MLTM-R: Relation-Level Aggregation

Unlike the first assumption, Assumption 2 stipulates that the
multi-relational network can be converted to a single-relational net-
work by aggregating all the edges together, where links from differ-
ent types carry different hyper-level weights. Under this assump-
tion, the activation probability of object ¢ at timestamp ¢ + 1 can be
defined as:

k . .
Sk B S jery iy Wer0(st) + Bo X2, 8(4, 1)
k
2ok BE D jer ik wz(j,)t + BN

where I'¢ (i, k) represents the neighbor set of object ¢ with respect

to relationship set E, at timestamp ¢, w(]) denotes the weight of
link between ¢ and j for relation type k, 0(j,¢) = 1 if object j is
activated at ¢, and O otherwise, N is the total number of objects
in the network. Note that we also include a constant factor with
weight [y, which can be viewed as global effect. Furthermore,
remark that, in Eq.(5), p; (¢ + 1) would only be influenced by the
ratios of [x’s, i.e. so that we can simply set o = 1 in this
case.

In order to ensure 0 < p;(¢t + 1) < 1, we require 8 > 0 for all
k. Under this model, we can get the following properties.

pi(t+1) = &)

B
> Bo?

PROPERTY 2. Let pg_m (t + 1) be the activation probability of
¢ at timestamp t + 1 without relation type k, under MLTM-R, we
have

e min(p{™ (t + 1), p " (t + 1)) < pi(t + 1) < max(p!™ (¢ +
1),p (¢ + 1))

e when B, — 0,pi(t +1) — pg B (t+1); and

o when B — 00, pi(t + 1) — p™ (¢ + 1).

PROOF. Proof is omitted due to space limitation. []

From these properties, we can see that under this model when a
new relation type is added, it might cause a decrease of the activa-
tion probability, if the activation probability for this single relation
type is smaller than the current overall activation probability. We
can also expect this phenomenon in some real scenarios. For ex-
ample, in the iPhone social marketing case, a consumer would be
distracted from purchasing an iPhone (becoming activated) by in-
formation, of much higher influence strength level, about Android
phones from channels of the newly added relation types.



3. DIFFUSION MODEL
FROM ACTION LOG

In the last section, we have proposed two variations of the linear
threshold model in multi-relational networks. A natural question
then arises: for a concrete diffusion scenario, which model should
we use? To answer this question, we have to learn the best param-
eters associated with each model, and test the fitness of the two
models over real data. In this section, we address the issue about
how to learn the parameters in the models using action logs of dif-
fusion history.

LEARNING

3.1 The Learning Framework

For each diffusion process, or cascade, an action log is a se-
quence of object set recording when an object is activated: A =
{Vi}i_,. In our setting, ¢’s are collected from discrete timestamps.

The general learning framework is then to find the best parame-
ters, i.e., the weight [ for each relation type E}, in the diffusion
models that can maximize the likelihood of observing these actions
recorded by the action logs. At a timestamp ¢, the activation prob-
ability p. (t) of every inactive object u, u € Ry = V' \ U4, Vir,
follows the Bernoulli distribution, where R; denotes the object set
that has not been activated by ¢ — 1.

In other words, at timestamp ¢, for any object u € Ry, it would
be activated with probability p,(t), and stay inactivate with prob-
ability 1 — p,(t). Therefore, the probability of observing the set
of objects V; activated at time ¢, and the set of objects R; \ V4 not
activated at time ¢, can be calculated as follows:

p(Vi, R\ Vi) = [[ pu(®) ] (1=pu(®)  ®

ueVy u€ R\ Vi
The probability of observing the action log of a cascade is then:

T
L=]]p(Vi, R:\ V) @)

t=1

If multiple cascades are available, the likelihood is then the prod-
uct of probabilities of each of these cascades:

T(C)

L=T1] [Tpvi' RNV ®)

ceC t=1

where c represents one cascade from the cascade set C.

In practice, as there are many more inactive objects than active
objects in the diffusion process, we sample the same number of
inactive objects as active ones for any timestamp ¢, and treat each
sampled inactive object with weight equal to the inverse of the sam-
ple rate ~y;, where vy, = %

Now we introduce the learning algorithms for the two models.
The goal is to find the best S that can maximize the likelihood,
i.e., the MLE estimators, when plugging p.,(t) into the likelihood
function. Without loss of generality, we only give the algorithms
when one cascade is observed, as the extension to cases of multiple

cascades being observed is straightforward.

3.2 Learning Algorithm for MLTM-M

Under MLTM-M model, by plugging Eq.(4) into the likelihood
function Eq.(7), we get the log-likelihood function as:

ogli=" 3 _{D_ logpu() + D log(l-—pu(t)}
t ueVy WER\V;
ek Brpt () +8o
B DAY log -
t ueVi 1+ Xk Brpu’ (H+Bo
S Bep (1480
e
+ Z log(1 — -
uER\V; 1 4 Xk Brepu (H)+Bo

where p,ﬂk)(t) is the single relation-based activation probability,

and is calculated according to Eq.(3).

The problem now is reduced to a logistic regression problem,
where each data point corresponds to an object at some timestamp,
and the features are single relation-based activation probabilities,
i (t). The goal is to find the best weight 3, associated with each
relationship set .

We can use standard Newton-Raphson method to derive the best
B by calculating the first and second derivative of logL1 (/3). More
specifically, 8 can be updated iteratively via:

/Bnew _ Bold _H log Ll(,BOld)_lv lOg Ll(ﬁ(Old)) (9)
where V log L1 (8°'9)) is the first derivative:

dlog L
% =33 () (Lguevsy — pu(t:89Y))  (10)

t ueRy
and Hlog L (5°%) is the Hessian matrix, i.e., the second deriva-
tive matrix:

8% log Ly

k l o
sl = o e, P (0P (B)pu (8 BMD)
(Lguevsy — pult; B'))}

an

3.3 Learning Algorithm for MLTM-R

For MLTM-R model, by plugging Eq.(5) into the likelihood
function Eq.(7), we can get the log-likelihood function as:

IOg L2 = Zt{ZuGVt logpu(t) + Z'L(LE)Rf,\Vt log(l _pu(t))}
_ Dk Br 2y wu,,; 6(v,t)
= ZdSuen e B

> B oy wih) (1-5(v,0)
Sk Be T, wly)

+ ZuERt\Vt log

12)

Unlike MLTM-M, where [, can be any real number, we have

constraints 3 > 0 for all k£ to guarantee that the activation prob-

ability lies in [0, 1]. We apply coordinate descent method to find

the best non-negative [x’s that maximizes that log-likelihood, by

setting the learning step 1 smartly.

According to gradient descent method, a local maximum of j3y,

can be derived by iteratively updating the following formula:

new o dlog L

BE = B o= (13)

where 01(;’%:2 is the first derivative of function log Ls:

DlogL _ S, wilsw,t)
P 2t Zuevi S B (S w(&)’g)s(v,m

dw W (1=8(5,t)))

RERERIENTES (B (20wl 4=36:) (1
Zt 5 >op Wy -

u
Ek,/ Byt 20 Waw



In order to get non-negative updates for [i’s, let n =

old
B ) , then we have updating formula:

S, w
e Eu Sy
P ﬁg, X Wy

>, wils(v,t)
YEVE S 821, wil) 5(u,t)

s = £z

>, wi) (1=5(v,1)) old
+ ZuERt\Vt Sy ﬁggd ., w&’?u’) (1—6(v,t))
>, wiy)
[N Sw BYIT, w;’i,”}

(15)

From the updating formula Eq.(15), we can see that if for a re-
lation type k, most of the active (inactive) objects have a higher
weighted percentage of active (inactive) neighbors defined by re-
lation type k, A7 will have a higher value than 32'®, which is
consistent with our intuition.

For the coordinate descent method, we update 5 on one dimen-
sion [ each time, and then update [j1 using the updated S,
repeat this process cyclically until log L2 convergences.

By setting Sp = 1, it can be shown that eigenvalues of the Hes-
sian Matrix are all negative, i.e., the Hessian Matrix is negative-
definite, and the objective function logL2(f) is concave. The
learned 3 that achieves a local maximum of log-likelihood func-
tion actually also achieves the global maximum, so that B learned
by the coordinate descent method is the global solution.

Note that if we sample the non-activated objects instead of using
all of them, we need to consider the weights of the negative samples
accordingly, i.e., the inverse of the sample rate ;.

3.4 Action Prediction

Once we have learned the parameters B in the models, we can
utilize these parameters to predict the future action of objects given
an initial set of active objects.

These probabilities can be used to do (1) ranking: who are most
likely to be activated at the next timestamp, and (2) prediction:
predict the total number of activated objects at a future times-
tamp. Note that the total expected number of activated objects
at timestamp ¢ can be calculated as E(3°,, . p, Yu(t)), which is
equal to > . EY.(t), assuming the independence of the acti-
vation behavior among inactive objects. For Bernoulli distribution,

EY,(t) = pu(t), therefore E(> Yu(t)) = > cr, Pu(t).

uERy W

4. EXPERIMENTS

In this section, we evaluate the performance of the proposed
diffusion models in two multi-relational bibliographic information
networks. We first list all the research questions that we intend to
answer, followed by the experimental setup and performance anal-
ysis. Major research questions include:

Q1. How much improvement can we achieve by modeling infor-
mation diffusion in multi-relational networks, compared with
single-relational networks?

Q2. Is there heterogeneity among diffusion power of different rela-
tion types?

Q3. Which one is a better choice for diffusion models in real net-
works, MLTM-M or MLTM-R?

Q4. Does the diffusion power of each relation type remain the same
at different stages of diffusion?
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Figure 5: Trends of example topics during selected periods.

4.1 Datasets

We apply our models in two real-world multi-relational biblio-
graphic information networks: DBLP (computer science domain)
and APS (physics domain), which are constructed as following:

1. DBLP. Objects in the network are authors, and the relation types
are constructed using meta-path-based techniques, including
coauthor (APA), citation (APPA), sharing coauthors (APAPA),
and co-attending conferences (APVPA).

2. APS. APS network has objects of authors, and relation types of
coauthor (APA), citation (APPA), sharing coauthors (APAPA),
and co-affiliation (AOA).

We study topic diffusion in the bibliographic networks, with top-
ics extracted from papers’ titles and abstracts using a NLP tool [21].
We extract 79 topics in DBLP dataset, and 30 topics in APS dataset,
and we study diffusion of these topics during selected periods when
these topics have increasing popularity trends. The trends of some
example topics are shown in Figure 5. We also define one predic-
tion period as prediction of one topic at a single timestamp. There
are 520 prediction periods in the DBLP network, and 340 predic-
tion periods in APS network.

The network statistics of DBLP ! [32] and APS 2 networks are
listed in Table 2. This DBLP dataset contains publication records
from year 1937 to year 2009, including titles, authors, venues, and
partial citations and abstracts information. APS contains journal
publications from year 1893 to 2009, including titles, authors, au-
thors’ affiliations, and partial citations information.

Authors Papers Venues A-P Citation

DBLP | 916,988 | 1,572,278 | 6,713 | 4,135,188 | 2,083,947
Authors Papers Org. A-P Citation

APS | 323,675 | 463,348 | 41,411 | 2,471,474 | 4,710,547

Table 2: Statistics of real world two bibliographic networks.

4.2 Experimental Setup

For both datasets, we define each year as a timestamp. Given
network structures G and the action log A of all timestamps, we
construct the training and testing data set for diffusion prediction
of topic 7, at timestamp ¢ + 1 as follows:

e Training dataset. Label authors that are newly activated at ¢ as
positive, and the remaining inactive ones as negative. Sample
the same number of negative authors as positive authors. We

'Download DBLP from http://arnetminer.org/download.
“Download APS from https:/publish.aps.org/datasets/inquiry.



aggregate network features from (¢ — 3) to (¢ — 1) of these
labeled authors for learning.

e Testing dataset. Label authors that are newly activated at ¢ + 1
as positive, and the remaining inactive ones as negative. The
labeled authors compose the candidate set on which we perform
prediction. Also, we aggregate the network features from (t—2)
to t of these labeled authors for prediction.

4.2.1 Baselines

In order to verify that the proposed diffusion models in multi-
relational networks outperform classical models in single-relational
networks, we compare our method with the following baselines un-
der different settings of single-relational networks:

1. Single Relational Network (Homo-F,). Homo- E}, is the single-
relational network of relation type Ej.

e [ TM-Homo-FE}. (Homo-E}, for simplicity.) Apply clas-
sical LTM model to Homo-E}, network. The influence
strength level from node j to node 7 is w;;; = wiﬁi,
and the activation probability for ¢ at timestamp (¢ + 1)

S jery () Wi 100t
S ery k) Wi

e MLTM-M-Homo-Fy. (MH-E%.) Apply the proposed
MTLM-M model to Homo-E}, network. The two relation
types to be aggregated at model level is £, and global ef-
fect. Note that global effect is determined by .

e MLTM-R-Homo-E,. (MR-Ej.) Apply the proposed
MTLM-R model to Homo-E}, network, by aggregating
the relation type of £, and global effect at relation level.

ispi(t+1) =p* (t+1) =

2. Projected Network (Project). Project is the network constructed
by aggregating all relationships while ignoring relation type
information, i.e., project the multi-relational network into a
single-relational network with only “projected relation type”.

o LTM-Project. Apply classical LTM model to Project net-
work. The influence strength level from node ¢ to node j

is wije = Y, wff)t, leading to the activation probability

. .  Xjery (i) Wij,t0(i:t)
ofiat (t+ 1) pi(t+1) = S ST
I':(7) is ¢’s neighbor set on all relation types.

o MLTM-M-Project. Apply the MLTM-M model to Project
network, by aggregating the global effect and “projected
relation type” at the model level.

o MLTM-R-Project. Apply the MLTM-R model to Project
network, by aggregating the global effect and “projected
relation type” at the relation level.

4.2.2  Evaluation Methods

We compare our models with baselines quantitatively from the
following three different perspectives:

, where

e Local prediction evaluates the ranking accuracy of who are
most likely to be activated at the next timestamp, by Area Under
Precision and Recall Curve (AUPR), where authors are ranked
by predicted activation probability.

e Perplexity/Likelihood is widely used in the evaluation of lan-
guage models and speech recognition [4], which is defined as
logl, = Zuele log pu(t + 1) + ZUERt+1\Vt+1 log (1 —
pu(t + 1)). It is applied to validate predicted probability of
each object to be activated at the next timestamp.

e Global prediction measures precision of predicted overall pop-
ularity. Predicted global popularity is defined as N, = EY; =

>, pi(t + 1). Define global prediction error rate as ¢ =

1. (%—g + %—2) — 1, where Ny is ground truth. The smaller

€ is, the more accurate the global prediction is.

4.3 Model Effectiveness Comparison

In this section, we will verify the effectiveness of our model by
answering the questions posed at the beginning of this section.

4.3.1 Global prediction

Global prediction estimates how popular the specific topic would
be at the next timestamp. As we can see from Table 3, both MLTM-
M (MH-*) and MLMT-R (RH-*) models can give very accurate
global prediction compared with LTM in single-relational network
(Homo-*). The reason why MTLM-M and MLTM-R can make
better prediction is that the activation probability of each user is ad-
justed by global effect, while global effect plays an important role
in the diffusion process [20]. Another observation is that MLTM-
M models have better performance than MLTM-R models, though
they are close.

Dataset | Model | APA | APPA | APAPA | APVAP | Full

Homo- | 0.654 | 0.287 1.005 1.269 N/A

DBLP MH- | 0.033 | 0.04 0.034 0.041 | 0.031

RH- | 0.072 | 0.07 0.092 0.128 | 0.125

Dataset | Model | APA | APPA | APAPA | APOAP | Full

Homo- | 0.249 | 0.398 | 0.107 0.144 N/A

APS MH- | 0.045 | 0.052 | 0.039 0.068 | 0.052

RH- | 0.073 | 0.082 | 0.076 0.079 0.11

Table 3: Global prediction of different network settings and mod-
els. The numbers are average values of global prediction error rates
of all prediction periods under each setting.

4.3.2 Single-Relational v.s. Multi-relational net-

works

To answer Question 1, we conduct experiments in both multi-
relational networks and single-relational networks, as shown in
Figure 6. By modeling diffusion in multi-relational network with
all relation types included (Full), we can make better prediction
than models in single-relational networks which contain only one
relation type, e.g., APA, APPA, APAPA. The experimental results
suggest that diffusion models in multi-relational networks model
the real world diffusion processes better than models in single-
relational networks. In single-relational networks, only influence
from one relation type is considered, while influence from links
of the remaining relation type can not be captured in the models,
resulting in great information loss.

To answer Question 2, we compare experimental results on two
networks, one that ignores the diffusion power of different relation
types (Project), and another one that learns the diffusion power of
all the relation types (Full). As shown in in Figure 6, models in
Full setting makes better prediction than Project setting, confirm-
ing that different relation types have different diffusion power, and
the difference should not be ignored. When projecting the multi-
relational network into single-relational network, we drop the se-
mantic information contained in the network topology, leading to
great information loss and noisy models.

Therefore, it has theoretical value and practical significance
to model information diffusion processes in multi-relational net-
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relation types.

works, while weighting the diffusion power of different relation
types differently based on real action logs.

4.3.3 MLTM-M v.s. MLTM-R

Another important target of our work is to answer Question 3,
i.e., how objects are activated when there is influence from differ-
ent types of relationships simultaneously. We answer the question
by comparing the prediction results of MLTM-M and MLTM-R in
DBLP and APS real networks. As shown in Figure 6, MLTM-R
outperforms MLTM-M consistently. Regarding prediction in real
world networks, MTLM-R seems to be a better choice. A possi-
ble explanation is as follows: under MLTM-R assumption, when
an author makes decisions on topics adoption, she will consider
the weighted influence sum from links of all relation types; while
under MTLM-M assumption, the author first make topic adoption
decision on each single relation type, and then weight all these de-
cisions to make a final one; however, in reality, MLTM-R is a sim-
pler and more intuitive way for people to think and make decisions,
leading to its better performance.

4.4 Difference in Diffusion Power

With regards to Question 4, we use the submodule method to
estimate the significance of each relation type. We use M to denote
the set of all relation types, M = {E;|i = 1,2, ...,n}, where n is
the total number of relation types. Remark that global effect is
included in M. To study the significance of relation type Ej, we
construct a submodule of M as N, = {E;|i # k}, N, C M. The
significance of relation type Ej, can defined as

o ZOQLNk
o lOgLM ’

where logLn, (logLys) is the log likelihood of MLTM-R model
applied to a multi-relational network containing relation type set of
Ny (M). Note that, in order to apply the submodule method, any
relation type pairs in M should not be strongly correlated. Based
on this observation, we first perform relation types selection to re-
move strongly correlated relation type pairs, which are identified
by Pearson correlation scores.

Sp, (16)

4.4.1 Relation Type Selection

Pearson correlation scores of strongly correlated relation type
pairs are listed in Table 4. For each pair of strongly correlated rela-
tion type pairs, we remove the one with less prediction power. As
the removed relation types are strongly correlated with the remain-
ing relation types, the prediction results change little after perform-
ing relation type selection, as shown in Table 5.

4.4.2  Significance of Each Relation Type

Dataset | relationship 1 | relationship 2 | correlation coefficient
DBLP APA APAPA 0.808
APS APA APAPA 0.66
APA APOPA 0.523

Table 4: Pearson correlation scores of the strongly correlated rela-
tionship type pairs.

Dataset Methods AUPR logL
DBLP MLTM-R(APA, APPA, APVPA) | 0.133 | -2013.8
MLTM-R(Full) 0.131 | -2015.3
APS MLTM-R(APA, APPA) 0.158 | -1385.8
MLTM-R(Full) 0.158 | -1391.8

Table 5: Prediction results after relation type selection.

We use significance value, defined in Eq.(16), as proxy variable
for diffusion power. To study the diffusion power of each relation
type in concrete diffusion cases, we choose one topic in each net-
work, and study the significance of each relation type at different
stages of the diffusion process. Note that the current relation type
set is obtained by performing relation type selection on the orig-
inal relation type set, i.e., there are no two relation types that are
strongly correlated.

From the DBLP dataset, we select the topic of*“Support Vector
Machine” for a case study. The significance of each relation type at
different timestamps is shown in Figure 7a. In the beginning, when
the topic SVM starts to appear, the co-attending conference relation
type (APVPA) is most important, as people are likely to learn this
new topic from conferences. In the later stage, the coauthor rela-
tionship is becoming more and more important, compared with the
other relation types. This can be possibly explained by the fact that
the study on SVM is becoming more narrow and diverse, so that
closer relation types, such as APA, have stronger diffusion power
to propagate this topic around. Also, along the co-attending confer-
ence relation type, authors would pay more attention to other newly
emerged topics, leading to its weak diffusion power for “Support
Vector Machine”, a relatively old topic.

From the APS network, we select the topic "ultracold atom" for
a case study. As APS is a journal dataset, in the early stage, authors
are more likely to learn this new topic by reading, and cite the pa-
pers they read, leading to strong diffusion power (significance) of
the citation relationship, as shown in Figure 7b. In the following
stages, coauthor relation type plays a more important role in prop-
agating the topic around, as this topic is becoming more narrow
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and diverse. Another observation is that the same relation type of
citation (APPA) plays quite different roles in the two bibliographic
networks, which can be explained by the difference in the network
topology of the two datasets.

To sum up, we find that the same relation type plays different
roles at different stages of the diffusion process and in different
networks, while the significance / diffusion power of relation types
can be explained by the properties of topics being propagated and
the typologies of the multi-relational networks.

5. RELATED WORK

The study of disease propagation in contact networks, which is
analogous to the diffusion of news and ideas in formation networks,
has long been a base for information diffusion study. In [12], the
authors mathematically model the spread of infectious diseases.
In [6] and [7], diffusion models are applied to the domain of mar-
keting, aiming to improve viral marketing techniques by better
understanding of how information spreads among potential cus-
tomers. Leskovec et al. present how recommendations of products
propagate among individuals [16], and mathematically character-
ize the resulting recommendation networks. Topic diffusion is a
special case for diffusion studies. in [10], Gruhl et al. study the
propagation of topics in the blogspace. By decomposing the top-
ics along two orthogonal axes (chatter and spikes), they develop a
model to capture the structures of topics. In [11], the authors make
prediction about future trends of events on Twitter based on differ-
ent characteristics of historical events, such as popularity, retweets
count, followers’ size, and relevant URLSs outside of Twitter.

In previous work on diffusion models, the probability of activa-
tion is usually randomly generated in synthetic data [14, 6]. In con-
trast, we propose to learn the model parameters based on real ac-
tion logs, providing prediction power for future diffusion processes.
Myers et al. proposed to learn the activation probability from two
aspects, network influence and global effect [20], which focuses
on identifying the influence from outside; however, our work tries
to identify different roles of each relation type within the network,
while learn the external influence automatically. [26] studies how
likely information would propagate from a specified sender to a re-
ceiver during a given time period, while our model measures infor-
mation diffusion from a more macro level: how likely information
would propagate along each type of relationships.

Another line of related work lies in the topic of “Multilayer Net-
works” [19], which are also known as interdependent networks [3],
multilevel network [3]. However, along this line of work, there
are multiple networks involved. In comparison, we focus on one
network, distinguishing between different types of relationships,
which makes our work unique. In [2], theoretical analysis of net-
work vulnerability to global cascades under multiplex and simplex

network settings is given. However, in this piece of work, the anal-
ysis of LTM is based on the assumption that a node activates if a
suffciently large fraction of neighbors in any layer is active, which
ignores the different diffusion power along different types of rela-
tionships. [33] suffers from this shortcoming. On the other hand,
unlike our models which can be directly applied in various appli-
cations, these models have no diffusion prediction power in real
world scenarios.

Recently, multi-relational networks became an increasingly im-
portant topic and there are several works on this new type of net-
work. It has been shown that different types of relationships among
the same set of objects could lead to rather different topological
properties [29, 13, 30, 31]. [30] shows that the in the online game
network with both positive and negative relation types, structures
and properties of networks with only positive interactions are quite
different from networks with only negative relationships. In [29],
Sun et al. propose to do clustering based on weighted combination
of different types of relationships, while the weights are learned
from users’ guidance. Also, based on the tuition that highly ranked
items are more likely to be connected, Ji et al. propose Rankclass
algorithm to combine ranking and classification [13]. In [13], Ji et
al. assign different weights to different types of links when doing
feature selection. There are also some work on analyzing and iden-
tifying different types of relationship in networks. In our model, we
build relation types from meta-path-based techniques [28], while
[31] develops a framework to identify different types of relation-
ships by learning across multiple heterogeneous information net-
works.

6. CONCLUSION

In this work, we proposed the problem of studying information
diffusion in multi-relational networks. We found that, in multi-
relational networks, information can propagate along every type
of relationships, and each relation type plays a different role. We
made two assumptions about how different relation types work to-
gether to propagate information, based on which we proposed two
variations of the linear threshold model to model information dif-
fusion in multi-relational networks. Moreover, we presented cor-
responding learning algorithms to learn the weight of each relation
type from real action logs. In view of real-world experimental re-
sults, we discovered that aggregation of influence at the relation
level is overall better than at the model level. We also studied the
significance of each relation type at different stages of the diffu-
sion processes. Moreover, the two assumptions we made are quite
general and can be applied to extend many other classical diffu-
sion models. We believe that our work will not only advance the
research on information diffusion in multi-relational networks, but
also benefit many real-world applications.
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