ML Lekne & sobafy
Lot 4: Tde, ek b
5 ?“l-#{ < Fouith Due. trees * ObrJae Ju,cm:%
* Vearsiom tre © Basembie  wudlady = Halvag algurifl

- biastag

‘”OJ-)L,

T bagsag

T TN
ety Lo

\\.

fLecoe, bt vl accwolke

(Wb s lua vapionco

(Lo bias __lnisk verignce )

= oo CMI&J:’._'*::JJ_S:

= hih ‘f‘v{’wﬁmaﬂ( :

tanocosfe but nd ywiable

acconde bud vor: abla,

daprdis on Hams dody

Heo o st boct ot bath i d,?

@ ba:mv;_l:, .

el aad @ Vovieweo of acpunde el

— _owvass pvey lofy o+ (w:ww), +u~.uCMv/ iy

WL«JJGVJ)

—— PR £ ,
4 — awiage [oh ot Woviess al X wdr t___:‘,_/

- ceduiey bony € Vi g

. s AL MR -
€ oARY Uanin ddnset (L bacia’



Bootstrap aggregating

From Wikipedia, the free encyclopedia

Bﬁftrap aggregating (bagging) is a machine learning ensemble meta-algorithm to improve machine learning
0 ssification and regression models in terms of stability and classification accuracy. It also reduces variance
and helps to avoid overfitting. Although it is usually applied to decision tree models, it can be used with any
type of model. Bagging is a special case of the model averaging approach.
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Description of the technique 62,29 of daka

Given a standard training set D of size n, bagging generates m new training sets D;, each of size n' < n, by
sampling examples from D uniformly and with replacement. By sampling with replacement, it is likely that

somae examples will be repeated in each D;. If n'=n, then for large n the set D; is expected to have 63.2% of the
uie examples of D, the rest being duplicates. This kind of sample is known as a bootstrap sample. The m

models are fitted using the above m bootstrap samples and combined by averaging the output (for regression) or
voting (for classification).

Since the method averages several predictors, it is not useful for improving linear models. Similarly, bagging
does not improve very stable models like k nearest neighbors.

Example: Ozone data

This example is rather artificial, but illustrates the basic principles of bagging.

Rousseeuw and Leroy (1986) describe a data set concerning ozone levels. The data are available via the classic
data sets page. All computations were performed in R.

A scatter plot reveals an apparently non-linear relationship between temperature and ozone. One way to model
the relationship is to use a loess smoother. Such a smoother requires that a span parameter be chosen. In this
example, a span of 0.5 was used.

One hundred bootstrap samples of the data were taken, and the LOESS smoother was fit to each sample.
Predictions from these 100 smoothers were then made across the range of the data. The first 10 predicted
Sr‘h fits appear as grey lines in the figure below. The lines are clearly very wiggly and they overfit the data -
a result of the span being too low.
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The red line on the plot below represents the mean of the 100 smoothers. Clearly, the mean is more stable and
there is less overfit. This is the bagged predictor.
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History

Bagging (Bootstrap aggregating) was proposed by Leo Breiman in 1994 to improve the classification by
combining classifications of randomly generated training sets. See Breiman, 1994. Technical Report No. 421.

See also

= Boosting
= Cross validation
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