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2 EM

-missing values
- or missing labels
E step: expecteation of the likelihood , involvex marginalization over the missing values
M step : recompute the parameters that maximize the likelihood
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3 Clustering. K-means
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4 Clustering. Graphical models

single link clusters (Connected component) subgraphsuch that each node is connected to at least one other
node in the subgraphand the set of nodes is maximal with respect to that property

complete link clusters(Maximal complete subgraph) subgraphsuch that each node is connected to every
other node in the subgraph(clique)

average link clusters each cluster member has a greater average similarity to the remaining members of

14



the cluster than it does to all members of any other cluster
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