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#### Abstract

After a couple of disastrous experiments trying to teach EM, we carefully wrote this tutorial to give you an intuitive and mathematically rigorous understanding of EM and why it works. We explain the standard applications of EM to learning Gaussian mixture models (GMMs) and hidden Markov models (HMMs), and prepare you to apply EM to new problems. This tutorial assumes you have an advanced undergraduate understanding of probability and statistics.


## 1 Introduction

Expectation-maximization (EM) is a method to find the maximum likelihood estimator of a parameter $\theta$ of a probability distribution. Let's start with an example. Say that the probability of the temperature outside your window for each of the 24 hours of a day $x \in \mathbb{R}^{24}$ depends on the season $\theta \in\{$ summer, fall, winter, spring $\}$, and that you know the seasonal temperature distribution $p(x \mid \theta)$. But say you can only measure the average temperature $y=\bar{x}$ for the day, and you'd like to guess what season $\theta$ it is (for example, is spring here yet?). The maximum likelihood estimate of $\theta$ maximizes $p(y \mid \theta)$, but in some cases this may be hard to find. That's when EM is useful - it takes your observed data $y$, iteratively makes guesses about the complete data $x$, and iteratively finds the $\theta$ that maximizes $p(x \mid \theta)$ over $\theta$. In this way, EM tries to find the maximum likelihood estimate of $\theta$ given $y$. We'll see in later sections that EM doesn't actually promise to find you the $\theta$ that maximizes $p(y \mid \theta)$, but there are some theoretical guarantees, and it often does a good job in practice, though it may need a little help in the form of multiple random starts.

First, we go over the steps of EM, breaking down the usual two-step description into a six-step description. Table 1 summarizes the key notation. Then we present a number of examples, including Gaussian mixture model (GMM) and hidden Markov model (HMM), to show you how EM is applied. In Section 4 we walk you through the proof that the EM estimate never gets worse as it iterates. To understand EM more deeply, we show in Section 5 that EM is iteratively maximizing a tight lower bound to the true likelihood surface. In Section 6, we provide details and examples for how to use EM for learning a GMM. Lastly, we consider using EM for maximum a posteriori (MAP) estimation.

## 2 The EM Algorithm

To use EM, you must be given some observed data $y$, a parametric density $p(y \mid \theta)$, a description of some complete data $x$ that you wish you had, and the parametric density $p(x \mid \theta)$. Later we'll show you how to define the complete data $x$ for some standard EM applications. At this point, we'll just assume you've already decided what the complete data $x$ is, and that it can be modeled as a continuous ${ }^{1}$ random variable $X$ with density $p(x \mid \theta)$, where $\theta \in \Theta$. ${ }^{2}$ You do

[^0]Table 1: Notation Summary

| $y \in \mathbb{R}^{d_{1}}$ | measurement or observation you have |
| :--- | :--- |
| $Y \in \mathbb{R}^{d_{1}}$ | random measurement; we assume you have a realization $y$ of $Y$ |
| $x \in \mathbb{R}^{d_{2}}$ | complete data you wish you had, but instead you have $y=T(x)$ |
| $X \in \mathbb{R}^{d_{2}}$ | random complete data; a realization of $X$ is $x$ |
| $z \in \mathbb{R}^{d_{3}}$ | missing data; in some problems $x=(y, z)$ |
| $Z \in \mathbb{R}^{d_{3}}$ | random missing data; a realization of $Z$ is $z$ |
| $\theta \in \Theta$ | parameter you'd like to estimate |
| $\theta^{(m)} \in \Theta$ | $m$ th estimate of $\theta$ |
| $p(y \mid \theta)$ | density of $y$ given $\theta$, sometimes we more explicitly but equivalently write: $p_{Y}(Y=y \mid \theta)$ |
| $\mathcal{X}$ | support of $X$, that is, the closure of the set of $x$ such that $p(x \mid \theta)>0$ |
| $\mathcal{X}(y)$ | support of $X$ conditioned on $y$, that is, the closure of the set of $x$ such that $p(x \mid y, \theta)>0$ |
| $\triangleq$ | means "is defined to be" |
| $E_{X \mid y}[X]$ | $=\int_{\mathcal{X}(y)} x p(x \mid y) d x$, you will also see this integral denoted by $E_{X \mid Y}[X \mid Y=y]$ |
| $D_{\mathrm{KL}}(P \\| Q)$ | Kullback-Leibler divergence between probability distributions $P$ and $Q$ |

not observe $X$ directly; instead, you observe a realization $y$ of the random variable $Y=T(X)$ for some function $T$. For example, the function $T$ might map a set $X$ to its mean, or if $X$ is a complex number you see only its magnitude, or $T$ might return only the $l_{1}$ norm of some vector $X$, etc.

Given that you only have $y$, you may want to form the maximum likelihood estimate (MLE) of $\theta$ :

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}=\arg \max _{\theta \in \Theta} p(y \mid \theta) \tag{2.1}
\end{equation*}
$$

It is often easier to calculate the $\theta$ that maximizes the log-likelihood of $y$,

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}=\arg \max _{\theta \in \Theta} \log p(y \mid \theta) \tag{2.2}
\end{equation*}
$$

and because $\log$ is monotonic, the solution to (2.2) will be the same as the solution to (2.1).
However, for some problems it is difficult to solve either (2.1) or (2.2). Then we can try EM: we make a guess about the complete data $X$ and solve for the $\theta$ that maximizes the (expected) $\log$-likelihood of $X$. And once we have a guess for $\theta$, we can make a better guess about the complete data $X$, and iterate.

EM is usually described as two steps (the E-step and the M-step), but we think it's helpful to think of EM as six distinct steps:
Step 1: Pick an initial guess $\theta^{(m=0)}$ for $\theta$.
Step 2: Given the observed data $y$ and pretending for the moment that your current guess $\theta^{(m)}$ is correct, calculate how likely it is that the complete data is exactly $x$, that is, calculate the conditional distribution $p\left(x \mid y, \theta^{(m)}\right)$.

Step 3: Throw away your guess $\theta^{(m)}$, but keep Step 2's guess of the probability of the complete data $p\left(x \mid y, \theta^{(m)}\right)$.
Step 4: In Step 5 we will make a new guess of $\theta$ that maximizes (the expected) $\log p(x \mid \theta)$. We'll have to maximize the expected $\log p(x \mid \theta)$ because we don't really know $x$, but luckily in Step 2 we made a guess of the probability distribution of $x$. So, we will integrate over all possible values of $x$, and for each possible value of $x$, we weight $\log p(x \mid \theta)$ by the probability of seeing that $x$. However, we don't really know the probability of seeing each $x$, all we have is the guess that we made in Step 2, which was $p\left(x \mid y, \theta^{(m)}\right)$. The expected $\log p(x \mid \theta)$ is called the $Q$-function: ${ }^{3}$

$$
\begin{equation*}
Q\left(\theta \mid \theta^{(m)}\right)=\operatorname{expected} \log p(x \mid \theta)=E_{X \mid y, \theta^{(m)}}[\log p(X \mid \theta)]=\int_{\mathcal{X}(y)} \log p(x \mid \theta) p\left(x \mid y, \theta^{(m)}\right) d x \tag{2.3}
\end{equation*}
$$

[^1]where you integrate over the support of $X$ given $y, \mathcal{X}(y)$, which is the closure of the set $\{x \mid p(x \mid y)>0\}$. Note that $\theta$ is a free variable in (2.3), so the $Q$-function is a function of $\theta$, and also depends on your old guess $\theta^{(m)}$.
Step 5: Make a new guess $\theta^{(m+1)}$ for $\theta$ by choosing the $\theta$ that maximizes the expected log-likelihood given in (2.3).
Step 6: Let $m=m+1$ and go back to Step 2.
Note in Section 1 we said EM tries to find not that EM finds, because the EM estimate is only guaranteed to never get worse (see Section 4 for details), which often means it can find a peak in the likelihood $p(y \mid \theta)$, but if the likelihood function $p(y \mid \theta)$ has multiple peaks, EM won't necessarily find the global optimum of the likelihood. In practice, it is common to start EM from multiple random initial guesses, and choose the one with the largest likelihood as the final guess for $\theta$.

The traditional description of the EM algorithm consists of only two steps. The above steps 2, 3, and 4 combined are called the $E$-step, and Step 5 is called the $M$-step:

E-step: Given the estimate from the $m$ th iteration $\theta^{(m)}$, form for $\theta \in \Theta$ the $Q$-function given in (2.3).
M-step: The $(m+1)$ th guess of $\theta$ is:

$$
\theta^{(m+1)}=\arg \max _{\theta \in \Theta} Q\left(\theta \mid \theta^{(m)}\right)
$$

It is sometimes helpful to write the $Q$-function integral in a different way. Note that

$$
\begin{aligned}
p(x \mid y, \theta) & =\frac{p(x, y \mid \theta)}{p(y \mid \theta)} & & \text { by Bayes rule } \\
& =\frac{p(x \mid \theta)}{p(y \mid \theta)} & & \text { because } Y=T(X) \text { is a deterministic function. }
\end{aligned}
$$

If the last line isn't clear, note that because $Y=T(X)$ is a deterministic function, knowing $x$ means you know $y$, and thus asking for the probability of the pair $(x, y)$ is like asking for the probability that your favorite composer is $x=$ Bach and $y=$ male - it's equivalent to the probability that your favorite composer is $x=$ Bach. Thus, (2.3) can be written as:

$$
Q\left(\theta \mid \theta^{(m)}\right)=\int_{\mathcal{X}(y)} \log p(x \mid \theta) \frac{p\left(x \mid \theta^{(m)}\right)}{p\left(y \mid \theta^{(m)}\right)} d x
$$

### 2.1 A Toy Example

We work out an example of EM that is heavily based on an example from the original EM paper [1]. ${ }^{4}$
Imagine you ask $n$ kids to choose a toy out of four choices. Let $Y=\left[\begin{array}{lll}Y_{1} & \ldots & Y_{4}\end{array}\right]^{T}$ denote the histogram of their $n$ choices where $Y_{1}$ is the number of kids that chose toy 1 , etc. We can model this random histogram $Y$ as being distributed according to a multinomial distribution. The multinomial has two parameters: the number of trials $n \in \mathbb{N}$ and the probability that a kid will choose each of the four toys, which we'll call $p \in(0,1)^{4}$, where $p_{1}+p_{2}+p_{3}+p_{4}=1$. Then the probability of seeing some particular histogram $y$ is:

$$
P(y \mid \theta)=\frac{n!}{y_{1}!y_{2}!y_{3}!y_{4}!} p_{1}^{y_{1}} p_{2}^{y_{2}} p_{3}^{y_{3}} p_{4}^{y_{4}}
$$

For this example we assume that the unknown probability $p$ of choosing each of the toys is parameterized by some hidden value $\theta \in(0,1)$ such that

$$
p_{\theta}=\left[\begin{array}{llll}
\frac{1}{2}+\frac{1}{4} \theta & \frac{1}{4}(1-\theta) & \frac{1}{4}(1-\theta) & \frac{1}{4} \theta
\end{array}\right]^{T}, \theta \in(0,1)
$$

The estimation problem is to guess the $\theta$ that maximizes the probability of the observed histogram of toy choices. Because we assume $Y$ is multinomial, we can write the probability of seeing the histogram $y=\left[\begin{array}{llll}y_{1} & y_{2} & y_{3} & y_{4}\end{array}\right]$ as

$$
P(y \mid \theta)=\frac{n!}{y_{1}!y_{2}!y_{3}!y_{4}!}\left(\frac{1}{2}+\frac{\theta}{4}\right)^{y_{1}}\left(\frac{1-\theta}{4}\right)^{y_{2}}\left(\frac{1-\theta}{4}\right)^{y_{3}}\left(\frac{\theta}{4}\right)^{y_{4}}
$$

[^2]For this simple example, one could directly maximize the $\log$-likelihood $\log P(y \mid \theta)$, but here we will instead illustrate how to use the EM algorithm to find the maximum likelihood estimate of $\theta$.

To use EM, we need to specify what the complete data $X$ is. We will choose the complete data to enable us to specify the probability mass function (pmf) in terms of only $\theta$ and $1-\theta$. To that end, we define the complete data to be $X=\left[\begin{array}{lll}X_{1} & \ldots & X_{5}\end{array}\right]^{T}$, where $X$ has a multinomial distribution with number of trials $n$ and the probability of each event is:

$$
q_{\theta}=\left[\begin{array}{lllll}
\frac{1}{2} & \frac{1}{4} \theta & \frac{1}{4}(1-\theta) & \frac{1}{4}(1-\theta) & \frac{1}{4} \theta
\end{array}\right]^{T}, \theta \in(0,1)
$$

By defining $X$ this way, we can then write the observed data $Y$ as:

$$
Y=T(X)=\left[\begin{array}{llll}
X_{1}+X_{2} & X_{3} & X_{4} & X_{5}
\end{array}\right]^{T}
$$

Then the likelihood of a realization $x$ of the complete data is

$$
\begin{equation*}
P(x \mid \theta)=\frac{n!}{\prod_{i=1}^{5} x_{i}!}\left(\frac{1}{2}\right)^{x_{1}}\left(\frac{\theta}{4}\right)^{x_{2}+x_{5}}\left(\frac{1-\theta}{4}\right)^{x_{3}+x_{4}} \tag{2.4}
\end{equation*}
$$

For EM, we must maximize the $Q$-function:

$$
\begin{align*}
\theta^{(m+1)} & =\arg \max _{\theta \in(0,1)} Q\left(\theta \mid \theta^{(m)}\right) \\
& \equiv \arg \max _{\theta \in(0,1)} E_{X \mid y, \theta^{(m)}}[\log p(X \mid \theta)] \tag{2.5}
\end{align*}
$$

To solve (2.5) we actually only need the terms of $\log p(x \mid \theta)$ that depend on $\theta$, because the other terms are irrelevant as far as maximizing over $\theta$ is concerned. Take the $\log$ of (2.4) and ignore terms that don't depend on $\theta$ to make (2.5) into:

$$
\begin{align*}
\theta^{(m+1)} & =\arg \max _{\theta \in(0,1)} E_{X \mid y, \theta^{(m)}}\left[\left(X_{2}+X_{5}\right) \log \theta+\left(X_{3}+X_{4}\right) \log (1-\theta)\right] \\
& \equiv \arg \max _{\theta \in(0,1)}\left(\log \theta\left(E_{X \mid y, \theta^{(m)}}\left[X_{2}\right]+E_{X \mid y, \theta^{(m)}}\left[X_{5}\right]\right)+\log (1-\theta)\left(E_{X \mid y, \theta^{(m)}}\left[X_{3}\right]+E_{X \mid y, \theta^{(m)}}\left[X_{4}\right]\right)\right) \tag{2.6}
\end{align*}
$$

To solve (2.6) we need the conditional expectation of the complete data $X$ conditioned on already knowing the incomplete data $y$, which only leaves the uncertainty about $X_{1}$ and $X_{2}$. Since we do know that $X_{1}+X_{2}=y_{1}$, we can say that given $y_{1}$ the pair $X_{1}, X_{2}$ is binomially distributed as follows:

$$
\begin{equation*}
P(x \mid y, \theta)=\frac{y_{1}!}{x_{1}!x_{2}!}\left(\frac{2}{2+\theta}\right)^{x_{1}}\left(\frac{\theta}{2+\theta}\right)^{x_{2}} 1_{\left\{x_{1}+x_{2}=y_{1}\right\}} \prod_{i=3}^{5} 1_{\left\{x_{i}=y_{i-1}\right\}} \tag{2.7}
\end{equation*}
$$

where the $1_{\{\cdot\}}$ is the indicator function. Recognizing that (2.7) is a binomial distribution over the first two events, we know that the binomial mean (which is the expectation we need to solve (2.6)) is

$$
E_{X \mid y, \theta}[X]=\left[\frac{2}{2+\theta} y_{1} \quad \frac{\theta}{2+\theta} y_{1} \quad y_{2} \quad y_{3} \quad y_{4}\right]^{T}
$$

and thus (2.6) becomes

$$
\theta^{(m+1)}=\arg \max _{\theta \in(0,1)}\left(\log \theta\left(\frac{\theta^{(m)} y_{1}}{2+\theta^{(m)}}+y_{4}\right)+\log (1-\theta)\left(y_{2}+y_{3}\right)\right)=\frac{\frac{\theta^{(m)}}{2+\theta^{(m)}} y_{1}+y_{4}}{\frac{\theta^{(m)}}{2+\theta^{(m)}} y_{1}+y_{2}+y_{3}+y_{4}}
$$

If we choose the initial estimate as $\theta^{(0)}=0.5$, then the algorithm reaches $\hat{\theta}_{\text {MLE }}$ to numerical precision on the 18 th iteration.

### 2.2 Can $Y=T(X)$ be a Random Function?

Can $Y=T(X)$ be a random function? No, to get the EM guarantees, $Y$ has to be a deterministic function of $X$. But that doesn't mean you can't deal with cases like $Y=X+N$, where $N$ is some random noise drawn from some distribution. The trick is to treat $\tilde{X}=(X, N)$ as the complete data, then $Y=T(\tilde{X})$ is a deterministic function of $\tilde{X}$, and all is well.

## 3 EM for Missing Data

A common use of EM is to let the complete data $X$ be the observed data $Y$ plus some missing (also called latent or hidden) data $Z$, so that $X=(Y, Z)$. Two examples of EM for missing data are fitting a Gaussian mixture model (GMM) and fitting a hidden Markov model (HMM). We describe how to apply EM to these two problems in the next subsections.

In general when using EM with missing data, one can write the $Q$-function as an integral over the domain of $Z$ because the only random part of $X$ is $Z$ :

$$
\begin{aligned}
Q\left(\theta \mid \theta^{(m)}\right) & =E_{X \mid y, \theta^{(m)}}\left[\log p_{X}(X \mid \theta)\right] \\
& =E_{Z \mid y, \theta^{(m)}}\left[\log p_{X}(y, Z \mid \theta)\right] \\
& =\int_{\mathcal{Z}} \log p_{X}(y, z \mid \theta) p_{Z \mid Y}\left(z \mid y, \theta^{(m)}\right) d z
\end{aligned}
$$

### 3.1 Specifying the Complete Data $X$ for Fitting a Gaussian Mixture Model

In this section we explain how to specify the complete data $X$ for the problem of fitting a GMM using EM. This is sometimes called EM clustering. In words, you observe a bunch of points that you pretend were generated by $k$ Gaussians, and you want to find the means and covariances of the Gaussians, and the probability (weight) that a point comes from each of the Gaussians. To make this estimation problem easier, you probabilistically assign each of the observed points to each of the generating Gaussians - this is the hidden information.

Now we will say the same thing in math. For a GMM with $k$ components, the density of $Y \in \mathbb{R}^{d}$ is a sum of weighted Gaussian densities $\left\{\phi\left(\mu_{i}, \Sigma_{i}\right)\right\}_{i=1}^{k}$ :

$$
\begin{align*}
p(y \mid \theta) & =\sum_{i=1}^{k} w_{i} \phi\left(\mu_{i}, \Sigma_{i}\right) \\
& =\sum_{i=1}^{k} w_{i} \frac{\exp \left(-\frac{1}{2}\left(y-\mu_{i}\right)^{T} \Sigma_{i}^{-1}\left(y-\mu_{i}\right)\right)}{(2 \pi)^{d / 2}\left|\Sigma_{i}\right|^{1 / 2}} \tag{3.1}
\end{align*}
$$

where $w_{i}>0, i=1, \ldots, k$, and $\sum_{i=1}^{k} w_{i}=1$. To fit the model, one must estimate the set of $k$ means and $k$ covariance matrices, so one sets $\theta=\left\{\left(w_{i}, \mu_{i}, \Sigma_{i}\right)\right\}_{i=1}^{k}$.

Usually when fitting a GMM you have $n$ observations of $d$-dimensional vectors drawn from (3.1), including hopefully a few observations from each Gaussian component. But since each of these samples is assumed independent, we can consider for simplicity the case of just one random observation $Y$ from the GMM.

For one observation, we let the complete data be $X=(Y, Z)$, where $Z \in\{1, \ldots, k\}$ is a discrete random variable that defines which Gaussian component the data $Y$ came from, so $P(Z=i)=w_{i}, i=1, \ldots, k$, and $(Y \mid Z=i) \sim \mathcal{N}_{d}\left(\mu_{i}, \Sigma_{i}\right), i=1, \ldots, k$. Then the density of the complete data $X$ is

$$
p_{X}(Y=y, Z=i \mid \theta)=w_{i} \frac{\exp \left(-\frac{1}{2}\left(y-\mu_{i}\right)^{T} \Sigma_{i}^{-1}\left(y-\mu_{i}\right)\right)}{(2 \pi)^{d / 2}\left|\Sigma_{i}\right|^{1 / 2}}
$$

If you then marginalize $p_{X}(y, i \mid \theta)$ over $Z$, you get

$$
p(y \mid \theta)=\sum_{i=1}^{k} w_{i} p_{X}(Y=y, Z=i \mid \theta)
$$

which is in fact (3.1), as it should be.
The details for how to fit a GMM with EM are given in Section 6.

### 3.2 Specifying the Complete Data $X$ for Fitting a Hidden Markov Model

A hidden Markov model (HMM) is used to model random sequences [2]. Here we explain how to specify the complete data $X$ to fit an HMM. For a more detailed description of EM for HMMs, see for example Bilmes' tutorial [3].

Just like with a GMM, to fit an HMM you need many observations, in this case, many observed sequences. But each of these observed sequences is considered independent and identically distributed, so we can consider the case of just one sequence.

Say you observe one sequence of length $T$ :

$$
Y=\left[\begin{array}{llll}
Y_{1} & Y_{2} & \ldots & Y_{T}
\end{array}\right]
$$

where each observation in the sequence is a $d$-dimensional vector: $Y_{t} \in \mathbb{R}^{d}, t=1, \ldots, T$. Then the complete data $X=(Y, Z)$ is the observed sequence $Y$ plus the (hidden) state sequence $Z$ :

$$
Z=\left[\begin{array}{llll}
Z_{1} & Z_{2} & \ldots & Z_{T}
\end{array}\right]
$$

where $Z_{t} \in\{1,2, \ldots, k\}, t=1, \ldots, T$.
For example, in genomics one might be modeling a DNA sequence as an HMM, where there are two possible hidden state values: coding region or non-coding region. Thus each $Z_{t} \in\{$ coding, non-coding $\}, k=2$, and each observation is $Y_{t} \in\{A, T, C, G\}$.

In phoneme recognition, usually the first step of speech recognition, it is common to process the original time signal into MFCC (mel-filtered cepstral coefficients) features $Y_{t} \in \mathbb{R}^{d}$, and then model the sequence of MFCC features for each phoneme as a realization of an HMM, where the hidden states are the more detailed sub-phone units.

An HMM makes two assumptions. First, the conditional probability distribution of each hidden state $z_{t}$ given all its previous states is equal to its conditional probability distribution given only its immediately previous state $z_{t-1}$ (this is called the Markov property). Second, the observation $y_{t}$ at time $t$ is conditionally independent of other observations and states given the hidden state $z_{t}$ at time $t$. These two assumptions can be formalized by stating:

$$
p(x)=p(y, z)=\prod_{\tau=1}^{T} p\left(y_{\tau} \mid z_{\tau}\right) P\left(z_{1}\right) \prod_{t=2}^{T} P\left(z_{t} \mid z_{t-1}\right)
$$

To completely specify an HMM, we need three things:

1. An initial probability distribution over the $k$ states: $\pi=\left[\begin{array}{lll}\pi_{1} & \ldots & \pi_{k}\end{array}\right]^{T}$, where $\pi_{i}=P\left(Z_{1}=i\right)$.
2. A transition probability matrix $\mathbf{P} \in \mathbb{R}^{k \times k}$ that specifies the probability of transitioning from state $i$ to state $j$ : $\mathbf{P}_{i j}=P\left(Z_{t}=j \mid Z_{t-1}=i\right)$.
3. The probability distribution of observations $Y \in \mathbb{R}^{d}$ given hidden state $i$; we parameterize this with parameter set $\theta_{i}$, such that one can write $p\left(Y_{t}=y \mid Z_{t}=i\right)=p\left(y \mid \theta_{i}\right)$. For example, in modeling a DNA sequence, the $\theta_{i}$ is a pmf parameter that specifies the probabilities of $\mathrm{A}, \mathrm{T}, \mathrm{C}$, and G being observed if the hidden state is $Z_{t}=i$. In modeling speech sequences, it is common to assume that given a particular hidden state, the observed MFCC feature vector $Y_{t}$ is drawn from a GMM that corresponds to that hidden state. Then the parameter set $\theta_{i}$ for the $i$ th hidden state includes all the parameters for the corresponding GMM, so $\theta_{i}=\left\{\left(w_{i j}, \mu_{i j}, \Sigma_{i j}\right)\right\}_{j=1}^{M_{i}}$, where $M_{i}$ is the number of components for the $i$ th hidden state's GMM.

Thus for an HMM the complete set of parameters to estimate is $\theta=\left\{\pi, \mathbf{P}, \theta_{1}, \ldots, \theta_{k}\right\}$.

## 4 Monotonicity

What theoretical guarantees does EM have? Here's what you can prove: as the EM algorithm iterates, the $(m+1)$ th guess $\theta^{(m+1)}$ will never be less likely than the $m$ th guess $\theta^{(m)}$. This property is called the monotonicity of the EM algorithm, and follows from the following theorem, which states that improving the $Q$-function will at least not make the log-likelihood worse:

Theorem 4.1. Let $L(\theta)=\log p(y \mid \theta)$ be the log-likelihood function. For $\theta \in \Theta$, if $Q\left(\theta \mid \theta^{(m)}\right) \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)$, then $L(\theta) \geq L\left(\theta^{(m)}\right)$.

We first discuss the theorem, then prove it. For the EM algorithm, the M-step ensures that

$$
\theta^{(m+1)}=\arg \max _{\theta \in \Theta} Q\left(\theta \mid \theta^{(m)}\right)
$$

and hence it must be that

$$
Q\left(\theta^{(m+1)} \mid \theta^{(m)}\right) \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)
$$

Therefore we can apply Theorem 4.1 and conclude that

$$
L\left(\theta^{(m+1)}\right) \geq L\left(\theta^{(m)}\right)
$$

The monotonicity of the EM algorithm guarantees that as EM iterates, its guesses won't get worse in terms of their likelihood, but the monotonicity alone cannot guarantee the convergence of the sequence $\left\{\theta^{(m)}\right\} .{ }^{5}$ Indeed, there is no general convergence theorem for the EM algorithm: the convergence of the sequence $\left\{\theta^{(m)}\right\}$ depends on the characteristics of $L(\theta)$ and $Q\left(\theta \mid \theta^{\prime}\right)$, and also the starting point $\theta^{(0)}$. Under certain regularity conditions, we can prove that $\left\{\theta^{(m)}\right\}$ converges to a stationary point (not necessarily a local maximum) of $L(\theta)$. See [4] for a detailed discussion; other discussions on the convergence can be found in $[1,5,6]$.

We have seen that instead of solving the potentially difficult problem of directly maximizing $L(\theta)$, the EM algorithm chooses to repeatedly maximize $Q\left(\theta \mid \theta^{(m)}\right)$, but sometimes this maximization problem is still difficult. There are many ways to deal with a hard or intractable M-step [7], and one of them is to merely seek to increase $Q\left(\theta \mid \theta^{(m)}\right)$ by finding a $\theta^{(m+1)} \in \Theta$ that satisfies $Q\left(\theta^{(m+1)} \mid \theta^{(m)}\right)>Q\left(\theta^{(m)} \mid \theta^{(m)}\right)$. This is called the generalized EM or GEM algorithm. By Theorem 4.1, the GEM algorithm retains the monotonicity.

We encourage you to read the proof of Theorem 4.1 below, which we have written in a tutorial style:
Proof. We first derive a lower bound on the log-likelihood function: ${ }^{6}$

$$
\begin{array}{rlrl}
L(\theta)= & \text { by definition } \\
= & \log \int_{\mathcal{X}(y)} p(x, y \mid \theta) d x & & \text { by the law of total probability } \\
= & \log \int_{\mathcal{X}(y)} p(x \mid \theta) d x & & \text { because } y=T(x) \text { is deterministic } \\
= & \log \int_{\mathcal{X}(y)} \frac{p(x \mid \theta)}{p\left(x \mid y, \theta^{(m)}\right)} p\left(x \mid y, \theta^{(m)}\right) d x & \text { multiply top and bottom by the same thing } \\
= & \log E_{X \mid y, \theta^{(m)}}\left[\frac{p(X \mid \theta)}{p\left(X \mid y, \theta^{(m)}\right)}\right] & \text { rewrite as an expectation } \\
\geq & E_{X \mid y, \theta^{(m)}}\left[\log \frac{p(X \mid \theta)}{p\left(X \mid y, \theta^{(m)}\right)}\right] & & \\
= & E_{X \mid y, \theta^{(m)}}[\log p(X \mid \theta)] & \\
& +E_{X \mid y, \theta^{(m)}}\left[-\log p\left(X \mid y, \theta^{(m)}\right)\right] & \\
= & Q\left(\theta \mid \theta^{(m)}\right)+E_{X \mid y, \theta^{(m)}}\left[-\log p\left(X \mid y, \theta^{(m)}\right)\right] & \tag{4.1}
\end{array}
$$

where in the last line we used the definition of the $Q$-function in (2.3). The second term of (4.1) is called the differential entropy of $X$ given $Y=y$ and $\theta^{(m)}$, which we denote as $h\left(X \mid y, \theta^{(m)}\right)$, and thus we can conclude the first part of the proof by restating (4.1) as a lower bound on the log-likelihood:

$$
\begin{equation*}
L(\theta) \geq Q\left(\theta \mid \theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \tag{4.2}
\end{equation*}
$$

Notice that in this lower bound, $Q\left(\theta \mid \theta^{(m)}\right)$ is the only term that depends on $\theta$.

[^3]Next, consider the lower bound given by (4.2) for the special case that $\theta=\theta^{(m)}$ :

$$
\left.\begin{array}{l}
Q\left(\theta^{(m)} \mid \theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \\
=E_{X \mid y, \theta^{(m)}}\left[\log p\left(X \mid \theta^{(m)}\right)\right]+E_{X \mid y, \theta^{(m)}}\left[-\log p\left(X \mid y, \theta^{(m)}\right)\right] \\
=\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m)}\right) \log p\left(x \mid \theta^{(m)}\right) d x-\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m)}\right) \log p\left(x \mid y, \theta^{(m)}\right) d x \\
=\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m)}\right) \log \frac{p\left(x \mid \theta^{(m)}\right)}{p\left(x \mid y, \theta^{(m)}\right)} d x \\
=\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m)}\right) \log p\left(y \mid \theta^{(m)}\right) d x \\
\\
=\log p\left(y \mid \theta^{(m)}\right)  \tag{4.3}\\
\triangleq L\left(\theta^{(m)}\right)
\end{array} \quad \text { because } p\left(x \mid \theta^{(m)}\right)=p\left(x, y \mid \theta^{(m)}\right) \quad \text { because } \log p\left(y \mid \theta^{(m)}\right) \text { can be pulled out of integral }\right)
$$

The theorem assumes that $Q\left(\theta \mid \theta^{(m)}\right) \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)$, and thus we can conclude that:

$$
\begin{align*}
L(\theta) & \geq Q\left(\theta \mid \theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \\
& \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \\
& =L\left(\theta^{(m)}\right) \tag{4.3}
\end{align*}
$$

by (4.2)
by theorem's assumption
which completes the proof.

## 5 Maximization-Maximization

Another way to view the EM algorithm is as a joint maximization procedure that iteratively maximizes a better and better lower bound $F$ to the true likelihood $L(\theta)$ you would like to maximize [8]. Specifically, let $\tilde{P}$ denote a distribution of $X$ with support $\mathcal{X}(y)$ and density $\tilde{p}(x)$. Let $P_{\theta}$ denote the conditional distribution with density $p(x \mid y, \theta)$. Then we will show that EM maximizes the following objective function alternately with respect to $\tilde{P}$ and $\theta$ :

$$
F(\tilde{P}, \theta)=L(\theta)-D_{\mathrm{KL}}\left(\tilde{P} \| P_{\theta}\right)
$$

where $D_{\mathrm{KL}}\left(\tilde{P} \| P_{\theta}\right)$ is the Kullback-Leibler divergence (a.k.a. relative entropy) between our current guess of the distribution over the complete data $\tilde{P}$ and the likelihood of the complete data given the parameter $\theta$.

The alternating maximization steps are:
Max Step 1: Given the estimate from the previous iteration $\theta^{(m-1)}$, maximize $F\left(\tilde{P}, \theta^{(m-1)}\right)$ over $\tilde{P}$ to find

$$
\begin{equation*}
\tilde{P}^{(m)}=\arg \max _{\tilde{P}} F\left(\tilde{P}, \theta^{(m-1)}\right) \tag{5.1}
\end{equation*}
$$

Max Step 2: Maximize $F\left(\tilde{P}^{(m)}, \theta\right)$ over $\theta$ to find

$$
\begin{equation*}
\theta^{(m)}=\arg \max _{\theta \in \Theta} F\left(\tilde{P}^{(m)}, \theta\right) \tag{5.2}
\end{equation*}
$$

Since both steps perform maximization, this view of the EM algorithm is called maximization-maximization. This joint maximization view of EM is useful as it has led to variants of the EM algorithm that use alternative strategies to maximize $F(\tilde{P}, \theta)$, for example by performing partial maximization in the first maximization step (see [8] for details).

Next we show that this really is the same as the EM algorithm. First, note that (5.1) can be simplified:

$$
\tilde{P}^{(m)}=\arg \max _{\tilde{P}}\left(L\left(\theta^{(m-1)}\right)-D_{\mathrm{KL}}\left(\tilde{P} \| P_{\theta^{(m-1)}}\right)\right)=\arg \min _{\tilde{P}} D_{\mathrm{KL}}\left(\tilde{P} \| P_{\theta^{(m-1)}}\right)=P_{\theta^{(m-1)}}
$$



Figure 1: (a) Probability density of a 1-dimensional GMM with three components: $\mu_{1}=-2, \mu_{2}=1, \mu_{3}=3$, $\sigma_{1}^{2}=0.8, \sigma_{2}^{2}=0.1, \sigma_{3}^{2}=0.4, w_{1}=w_{2}=w_{3}=1 / 3$. (b) Probability density of a 2-dimensional GMM with two components: $\mu_{1}=\left[\begin{array}{ll}1 & 2\end{array}\right]^{T}, \mu_{2}=\left[\begin{array}{ll}-3 & -5\end{array}\right]^{T}, \Sigma_{1}=\operatorname{diag}(4,0.5), \Sigma_{2}=I_{2}, w_{1}=w_{2}=0.5$.
that is, $\tilde{P}^{(m)}$ has density $p\left(x \mid y, \theta^{(m-1)}\right)$. Second, (5.2) can be rewritten as the $Q$-function:

$$
\begin{aligned}
\theta^{(m)} & =\arg \max _{\theta \in \Theta} L(\theta)-D_{\mathrm{KL}}\left(\tilde{P}^{(m)} \| P_{\theta}\right) \\
& =\arg \max _{\theta \in \Theta} \int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log p(y \mid \theta) d x-D_{\mathrm{KL}}\left(\tilde{P}^{(m)} \| P_{\theta}\right) \\
& =\arg \max _{\theta \in \Theta} \int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log \frac{p(x \mid \theta)}{p(x \mid y, \theta)} d x-\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log \frac{p\left(x \mid y, \theta^{(m-1)}\right)}{p(x \mid y, \theta)} d x \\
& =\arg \max _{\theta \in \Theta} \int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log p(x \mid \theta) d x-\int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log p\left(x \mid y, \theta^{(m-1)}\right) d x \\
& =\arg \max _{\theta \in \Theta} \int_{\mathcal{X}(y)} p\left(x \mid y, \theta^{(m-1)}\right) \log p(x \mid \theta) d x \\
& =\arg \max _{\theta \in \Theta} E_{X \mid y, \theta^{(m-1)}}[\log p(X \mid \theta)] \\
& =\arg \max _{\theta \in \Theta} Q\left(\theta \mid \theta^{(m-1)}\right),
\end{aligned}
$$

which is just the standard M-step shown in Section 2.

## 6 Gaussian Mixture Model

We have introduced GMM in Section 3.1. Figure 1 shows the probability density funcitions of a 1-dimensional GMM with three components and a 2-dimensional GMM with two components, respectively. In this section, we illustrate how to use the EM algorithm to estimate the parameters of a GMM.

### 6.1 A Helpful Proposition

Before we proceed, we need to mention a proposition that can help simplify the computation of $Q\left(\theta \mid \theta^{(m)}\right)$.
Proposition 6.1. Let the complete data $X$ consist of $n$ i.i.d. samples: $X_{1}, \ldots, X_{n}$, that is, $p(x \mid \theta)=\prod_{i=1}^{n} p\left(x_{i} \mid \theta\right)$ for all $x \in \mathcal{X}$ and for all $\theta \in \Theta$, and let $y_{i}=T\left(x_{i}\right), i,=1, \ldots, n$, then

$$
Q\left(\theta \mid \theta^{(m)}\right)=\sum_{i=1}^{n} Q_{i}\left(\theta \mid \theta^{(m)}\right)
$$

where

$$
Q_{i}\left(\theta \mid \theta^{(m)}\right)=E_{X_{i} \mid y_{i}, \theta^{(m)}}\left[\log p\left(X_{i} \mid \theta\right)\right], \quad i=1, \ldots, n
$$

Proof. This is because

$$
\begin{array}{rlr}
Q\left(\theta \mid \theta^{(m)}\right) & =E_{X \mid y, \theta^{(m)}}[\log p(X \mid \theta)] \\
& =E_{X \mid y, \theta^{(m)}}\left[\log \prod_{i=1}^{n} p\left(X_{i} \mid \theta\right)\right] \quad & \\
& =E_{X \mid y, \theta^{(m)}}\left[\sum_{i=1}^{n} \log p\left(X_{i} \mid \theta\right)\right] & \\
& =\sum_{i=1}^{n} E_{X_{i} \mid y, \theta^{(m)}}\left[\log p\left(X_{i} \mid \theta\right)\right] & \\
& =\sum_{i=1}^{n} E_{X_{i} \mid y_{i}, \theta^{(m)}}\left[\log p\left(X_{i} \mid \theta\right)\right] &
\end{array}
$$

where $p\left(x_{i} \mid y, \theta^{(m)}\right)=p\left(x_{i} \mid y_{i}, \theta^{(m)}\right)$ is because of the i.i.d. assumption, $y_{i}=T\left(x_{i}\right)$, and Bayes' rule.

### 6.2 Derivation of EM for GMM Fitting

Now given $n$ i.i.d. samples $y_{1}, y_{2}, \ldots, y_{n} \in \mathbb{R}^{d}$ from a GMM with $k$ components, consider the problem of estimating its parameter set $\theta=\left\{\left(w_{j}, \mu_{j}, \Sigma_{j}\right)\right\}_{j=1}^{k}$. Let

$$
\phi(y \mid \mu, \Sigma) \triangleq \frac{1}{(2 \pi)^{d / 2}|\Sigma|^{1 / 2}} \exp \left(-\frac{1}{2}(y-\mu)^{T} \Sigma^{-1}(y-\mu)\right)
$$

and define $\gamma_{i j}^{(m)}$ to be your guess at the $m$ th iteration of the probability that the $i$ th sample belongs to the $j$ th Gaussian component, that is,

$$
\gamma_{i j}^{(m)} \triangleq P\left(Z_{i}=j \mid Y_{i}=y_{i}, \theta^{(m)}\right)=\frac{w_{j}^{(m)} \phi\left(y_{i} \mid \mu_{j}^{(m)}, \Sigma_{j}^{(m)}\right)}{\sum_{l=1}^{k} w_{l}^{(m)} \phi\left(y_{i} \mid \mu_{l}^{(m)}, \Sigma_{l}^{(m)}\right)}
$$

which satisfies $\sum_{j=1}^{k} \gamma_{i j}^{(m)}=1$.
First, we have

$$
\begin{aligned}
Q_{i}\left(\theta \mid \theta^{(m)}\right) & =E_{Z_{i} \mid y_{i}, \theta^{(m)}}\left[\log p_{X}\left(y_{i}, Z_{i} \mid \theta\right)\right] \\
& =\sum_{j=1}^{k} \gamma_{i j}^{(m)} \log p_{X}\left(y_{i}, j \mid \theta\right) \\
& =\sum_{j=1}^{k} \gamma_{i j}^{(m)} \log w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right) \\
& =\sum_{j=1}^{k} \gamma_{i j}^{(m)}\left(\log w_{j}-\frac{1}{2} \log \left|\Sigma_{j}\right|-\frac{1}{2}\left(y_{i}-\mu_{j}\right)^{T} \Sigma_{j}^{-1}\left(y_{i}-\mu_{j}\right)\right)+\text { constant. }
\end{aligned}
$$

Then according to Proposition 6.1, we obtain ${ }^{7}$

$$
Q\left(\theta \mid \theta^{(m)}\right)=\sum_{i=1}^{n} \sum_{j=1}^{k} \gamma_{i j}^{(m)}\left(\log w_{j}-\frac{1}{2} \log \left|\Sigma_{j}\right|-\frac{1}{2}\left(y_{i}-\mu_{j}\right)^{T} \Sigma_{j}^{-1}\left(y_{i}-\mu_{j}\right)\right)
$$

[^4]which completes the E-step. Let
$$
n_{j}^{(m)}=\sum_{i=1}^{n} \gamma_{i j}^{(m)},
$$
and we can rewrite $Q\left(\theta \mid \theta^{(m)}\right)$ as
$$
Q\left(\theta \mid \theta^{(m)}\right)=\sum_{j=1}^{k} n_{j}^{(m)}\left(\log w_{j}-\frac{1}{2} \log \left|\Sigma_{j}\right|\right)-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{k} \gamma_{i j}^{(m)}\left(y_{i}-\mu_{j}\right)^{T} \Sigma_{j}^{-1}\left(y_{i}-\mu_{j}\right)
$$

The M-step is to solve

$$
\begin{array}{cl}
\underset{\theta}{\operatorname{maximize}} & Q\left(\theta \mid \theta^{(m)}\right) \\
\text { subject to } & \sum_{j=1}^{k} w_{j}=1, w_{j} \geq 0, j=1, \ldots, k \\
& \Sigma_{j} \succ 0, j=1, \ldots, k
\end{array}
$$

where $\Sigma_{j} \succ 0$ means that $\Sigma_{j}$ is positive definite. The above optimization problem turns out to be much easier to solve than directly maximizing the following log-likelihood function

$$
L(\theta)=\sum_{i=1}^{n} \log \left(\sum_{j=1}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right)
$$

To solve for the weights, we form the Lagrangian ${ }^{8}$

$$
J(w, \lambda)=\sum_{j=1}^{k} n_{j}^{(m)} \log w_{j}+\lambda\left(\sum_{j=1}^{k} w_{j}-1\right)
$$

and the optimal weights satisfy

$$
\begin{equation*}
\frac{\partial J}{\partial w_{j}}=\frac{n_{j}^{(m)}}{w_{j}}+\lambda=0, \quad j=1, \ldots, k \tag{6.1}
\end{equation*}
$$

Combine (6.1) with the constraint that $\sum_{j=1}^{k} w_{j}=1$, and we have

$$
w_{j}^{(m+1)}=\frac{n_{j}^{(m)}}{\sum_{j=1}^{k} n_{j}^{(m)}}=\frac{n_{j}^{(m)}}{n}, \quad j=1, \ldots, k
$$

To solve for the means, we let

$$
\frac{\partial Q\left(\theta \mid \theta^{(m)}\right)}{\partial \mu_{j}}=\Sigma_{j}^{-1}\left(\sum_{i=1}^{n} \gamma_{i j}^{(m)} y_{i}-n_{j}^{(m)} \mu_{j}\right)=0, \quad j=1, \ldots, k
$$

which yields

$$
\mu_{j}^{(m+1)}=\frac{1}{n_{j}^{(m)}} \sum_{i=1}^{n} \gamma_{i j}^{(m)} y_{i}, \quad j=1, \ldots, k
$$

To solve for the covariance matrix, we let ${ }^{9}$

$$
\begin{aligned}
\frac{\partial Q\left(\theta \mid \theta^{(m)}\right)}{\partial \Sigma_{j}} & =-\frac{1}{2} n_{j}^{(m)} \frac{\partial}{\partial \Sigma_{j}} \log \left|\Sigma_{j}\right|-\frac{1}{2} \sum_{i=1}^{n} \gamma_{i j}^{(m)} \frac{\partial}{\partial \Sigma_{j}}\left(y_{i}-\mu_{j}\right)^{T} \Sigma_{j}^{-1}\left(y_{i}-\mu_{j}\right) \\
& =-\frac{1}{2} n_{j}^{(m)} \Sigma_{j}^{-1}+\frac{1}{2} \sum_{i=1}^{n} \gamma_{i j}^{(m)} \Sigma_{j}^{-1}\left(y_{i}-\mu_{j}\right)\left(y_{i}-\mu_{j}\right)^{T} \Sigma_{j}^{-1} \\
& =0, \quad j=1, \ldots, k
\end{aligned}
$$

[^5]and get
$$
\Sigma_{j}^{(m+1)}=\frac{1}{n_{j}^{(m)}} \sum_{i=1}^{n} \gamma_{i j}^{(m)}\left(y_{i}-\mu_{j}^{(m+1)}\right)\left(y_{i}-\mu_{j}^{(m+1)}\right)^{T}, \quad j=1, \ldots, k
$$

We summarize the whole procedure below.

## EM algorithm for estimating GMM parameters

1. Initialization: Choose the initial estimates $w_{j}^{(0)}, \mu_{j}^{(0)}, \Sigma_{j}^{(0)}, j=1, \ldots, k$, and compute the initial log-likelihood

$$
L^{(0)}=\frac{1}{n} \sum_{i=1}^{n} \log \left(\sum_{j=1}^{k} w_{j}^{(0)} \phi\left(y_{i} \mid \mu_{j}^{(0)}, \Sigma_{j}^{(0)}\right)\right)
$$

2. E-step: Compute

$$
\gamma_{i j}^{(m)}=\frac{w_{j}^{(m)} \phi\left(y_{i} \mid \mu_{j}^{(m)}, \Sigma_{j}^{(m)}\right)}{\sum_{l=1}^{k} w_{l}^{(m)} \phi\left(y_{i} \mid \mu_{l}^{(m)}, \Sigma_{l}^{(m)}\right)}, i=1, \ldots, n, j=1, \ldots, k
$$

and

$$
n_{j}^{(m)}=\sum_{i=1}^{n} \gamma_{i j}^{(m)}, j=1, \ldots, k
$$

3. M-step: Compute the new estimates

$$
\begin{aligned}
& w_{j}^{(m+1)}=\frac{n_{j}^{(m)}}{n}, j=1, \ldots, k \\
& \mu_{j}^{(m+1)}=\frac{1}{n_{j}^{(m)}} \sum_{i=1}^{n} \gamma_{i j}^{(m)} y_{i}, j=1, \ldots, k \\
& \Sigma_{j}^{(m+1)}=\frac{1}{n_{j}^{(m)}} \sum_{i=1}^{n} \gamma_{i j}^{(m)}\left(y_{i}-\mu_{j}^{(m+1)}\right)\left(y_{i}-\mu_{j}^{(m+1)}\right)^{T}, j=1, \ldots, k
\end{aligned}
$$

4. Convergence check: Compute the new log-likelihood

$$
L^{(m+1)}=\frac{1}{n} \sum_{i=1}^{n} \log \left(\sum_{j=1}^{k} w_{j}^{(m+1)} \phi\left(y_{i} \mid \mu_{j}^{(m+1)}, \Sigma_{j}^{(m+1)}\right)\right)
$$

Return to step 2 if $\left|L^{(m+1)}-L^{(m)}\right|>\delta$ for a preset threshold $\delta$; otherwise end the algorithm.

### 6.3 Convergence and Initialization

For an analysis of the convergence of the EM algorithm for fitting GMMs see [10].
The $k$-means algorithm is often used to find a good initialization. Basically, the $k$-means algorithm provides a coarse estimate of $P\left(Z_{i}=j \mid Y_{i}=y_{i}\right)$, which can be stated as

$$
\gamma_{i j}^{(-1)}= \begin{cases}1, & x_{i} \text { is in cluster } j \\ 0, & \text { otherwise }\end{cases}
$$

With $\gamma_{i j}^{(-1)}, i=1, \ldots, n, j=1, \ldots, k$, we can use the same formulas in the M-step to obtain $w_{j}^{(0)}, \mu_{j}^{(0)}, \Sigma_{j}^{(0)}$, $j=1, \ldots, k$.

### 6.4 An Example of GMM Fitting

Consider a 2-component GMM in $\mathbb{R}^{2}$ with the following parameters

$$
\mu_{1}=\left[\begin{array}{l}
0 \\
4
\end{array}\right], \mu_{2}=\left[\begin{array}{c}
-2 \\
0
\end{array}\right], \Sigma_{1}=\left[\begin{array}{cc}
3 & 0 \\
0 & \frac{1}{2}
\end{array}\right], \Sigma_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right], w_{1}=0.6, w_{2}=0.4
$$

Its density is shown in Figure 2(a). Figure 2(b) shows 1000 samples randomly drawn from this distribution; samples from the 1 st and 2 nd components are marked red and blue, respectively. We ran the $k$-means algorithm on these samples and used the centroids of the two clusters as the initial estimates of the means:

$$
\mu_{1}^{(0)}=\left[\begin{array}{l}
0.0823 \\
3.9189
\end{array}\right], \quad \mu_{2}^{(0)}=\left[\begin{array}{c}
-2.0706 \\
-0.2327
\end{array}\right]
$$

Also, we let $w_{1}^{(0)}=w_{2}^{(0)}=0.5$ and $\Sigma_{1}^{(0)}=\Sigma_{2}^{(0)}=I_{2}$. The density corresponding to these initial estimates is shown in Figure 2(c). We set $\delta=10^{-3}$, and in this example, the EM algorithm only needs three iterations to converge. Figure 2(d)-(f) show the estimated density at each iteration. The final estimates are

$$
\mu_{1}^{(3)}=\left[\begin{array}{l}
0.0806 \\
3.9445
\end{array}\right], \quad \mu_{1}^{(3)}=\left[\begin{array}{c}
-2.0181 \\
-0.1740
\end{array}\right], \quad \Sigma_{1}^{(3)}=\left[\begin{array}{ll}
2.7452 & 0.0568 \\
0.0568 & 0.4821
\end{array}\right], \quad \Sigma_{2}^{(3)}=\left[\begin{array}{cc}
0.8750 & -0.0153 \\
-0.0153 & 1.7935
\end{array}\right]
$$

and $w_{1}^{(3)}=0.5966$ and $w_{2}^{(3)}=0.4034$. These estimates are close to the true ones as can be confirmed by visually comparing Figure 2(f) with Figure 2(a).

### 6.5 Singularity Problem in Using EM for GMM Fitting

The EM algorithm does well in the previous example, but sometimes it can fail by approaching singularities of the loglikelihood function, especially when the number of components $k$ is large. This is an inherent problem with applying maximum likelihood estimation to GMM due to the fact that the log-likelihood function $L(\theta)$ is not bounded above. For example, let $\mu_{1}=y_{1}, \Sigma_{1}=\sigma_{1}^{2} I_{d}$ and $0<w_{1}<1$, and we have

$$
\begin{aligned}
L(\theta) & =\sum_{i=1}^{n} \log \left(\sum_{j=1}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right) \\
& =\log \left(\sum_{j=1}^{k} w_{j} \phi\left(y_{1} \mid \mu_{j}, \Sigma_{j}\right)\right)+\sum_{i=2}^{n} \log \left(\sum_{j=1}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right) \\
& \geq \log \left(w_{1} \phi\left(y_{1} \mid \mu_{1}, \Sigma_{1}\right)\right)+\sum_{i=2}^{n} \log \left(\sum_{j=2}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right) \\
& =\log \left(w_{1} \phi\left(y_{1} \mid y_{1}, \sigma_{1}^{2} I_{d}\right)\right)+\sum_{i=2}^{n} \log \left(\sum_{j=2}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right) \\
& =\log w_{1}-\frac{d}{2} \log (2 \pi)-\frac{d}{2} \log \sigma_{1}^{2}+\sum_{i=2}^{n} \log \left(\sum_{j=2}^{k} w_{j} \phi\left(y_{i} \mid \mu_{j}, \Sigma_{j}\right)\right)
\end{aligned}
$$

If we let $\sigma_{1}^{2} \rightarrow 0$ and keep everything else fixed, then the above lower bound of $L(\theta)$ diverges to infinity and thus $L(\theta) \rightarrow \infty$. So for GMM, maximizing the likelihood is an ill-posed problem. However, heuristically, we can still find meaningful solutions at finite local maxima of the log-likelihood function. In order to avoid such singularities when applying the EM algorithm, one can resort to ad hoc techniques such as reinitializing the algorithm after detecting that one component is "collapsing" onto a data sample; one can also adopt the Bayesian approach (discussed in Section 7) as a more principled way to deal with this problem.


Figure 2: GMM fitting example in Section 6.4: (a) shows the density of a 2-component GMM in $\mathbb{R}^{2}$; (b) shows 1000 i.i.d. samples from this distribution; (c)-(f) show the estimated density at each iteraton.

## 7 Maximum A Posteriori

In maximum a posteriori (MAP) estimation, one tries to maximize the posterior instead of the likelihood, so we can write the MAP estimator of $\theta$ as

$$
\hat{\theta}_{\mathrm{MAP}}=\arg \max _{\theta \in \Theta} \log p(\theta \mid y)=\arg \max _{\theta \in \Theta}(\log p(y \mid \theta)+\log p(\theta))=\arg \max _{\theta \in \Theta}(L(\theta)+\log p(\theta)),
$$

where $p(\theta)$ is a prior probability distribution of $\theta$. By modifying the M-step, the EM algorithm can be easily extended for MAP estimation:
E-step: Given the estimate from the previous iteration $\theta^{(m)}$, compute for $\theta \in \Theta$ the conditional expectation

$$
Q\left(\theta \mid \theta^{(m)}\right)=E_{X \mid y, \theta^{(m)}}[\log p(X \mid \theta)]
$$

M-step: Maximize $Q\left(\theta \mid \theta^{(m)}\right)+\log p(\theta)$ over $\theta \in \Theta$ to find

$$
\theta^{(m+1)}=\arg \max _{\theta \in \Theta}\left(Q\left(\theta \mid \theta^{(m)}\right)+\log p(\theta)\right)
$$

Again we have the following theorem to show the monotonicity of the modified EM algorithm:
Theorem 7.1. Let $L(\theta)=\log p(y \mid \theta)$ be the log-likelihood function and $p(\theta)$ a prior probability distribution of $\theta$ on $\Theta$. For $\theta \in \Theta$, if

$$
\begin{equation*}
Q\left(\theta \mid \theta^{(m)}\right)+\log p(\theta) \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)+\log p\left(\theta^{(m)}\right) \tag{7.1}
\end{equation*}
$$

then

$$
L(\theta)+\log p(\theta) \geq L\left(\theta^{(m)}\right)+\log p\left(\theta^{(m)}\right)
$$

Proof. Add $\log p(\theta)$ to both sides of (4.2), and we have

$$
\begin{equation*}
L(\theta)+\log p(\theta) \geq Q\left(\theta \mid \theta^{(m)}\right)+\log p(\theta)+h\left(X \mid y, \theta^{(m)}\right) \tag{7.2}
\end{equation*}
$$

Similarly, by adding $\log p\left(\theta^{(m)}\right)$ to both sides of (4.3), we have

$$
\begin{equation*}
L\left(\theta^{(m)}\right)+\log p\left(\theta^{(m)}\right)=Q\left(\theta^{(m)} \mid \theta^{(m)}\right)+\log p\left(\theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \tag{7.3}
\end{equation*}
$$

If (7.1) holds, then we can combine (7.2) and (7.3), and have

$$
\begin{aligned}
L(\theta)+\log p(\theta) & \geq Q\left(\theta \mid \theta^{(m)}\right)+\log p(\theta)+h\left(X \mid y, \theta^{(m)}\right) \\
& \geq Q\left(\theta^{(m)} \mid \theta^{(m)}\right)+\log p\left(\theta^{(m)}\right)+h\left(X \mid y, \theta^{(m)}\right) \\
& =L\left(\theta^{(m)}\right)+\log p\left(\theta^{(m)}\right)
\end{aligned}
$$

which ends the proof.
In Section 6.5, we mentioned that the EM algorithm might fail at finding meaningful parameters for GMM due to the singularities of the log-likelihood function. However, when using the extended EM algorithm for MAP estimation, one can choose an appropriate prior $p(\theta)$ to avoid such singularities. We refer the reader to [11] for details.

## 8 Last Words and Acknowledgements

EM is a handy tool, but please use it responsibly. Keep in mind its limitations, and always check the concavity of your log-likelihood; if your log-likelihood isn't concave, don't trust one run of EM to find the optimal solution. Nonconcavity can happen to you! In fact, the most popular applications of EM, such as GMM and HMM, are usually not concave, and can benefit from multiple initializations. For non-concave likelihood functions, it might be helpful to use EM in conjunction with a global optimizer designed to explore the space more randomly: the global optimizer provides the exploration strategy while EM does the actual local searches. For more on state-of-the-art global optimization, see for example [12, 13, 14, 15, 16, 17].
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[^0]:    ${ }^{1}$ The treatment of discrete random variables is very similar: one only need to replace the probability density function with probability mass function and integral with summation.
    ${ }^{2}$ We assume that the support $\mathcal{X}$ of $X$, where $\mathcal{X}$ is the closure of the set $\{x \mid p(x \mid \theta)>0\}$, does not depend on $\theta$, for example, we do not address the case that $\theta$ is the end point of a uniform distribution.

[^1]:    ${ }^{3}$ Note this $Q$-function has NOTHING to do with the sum of the tail of a Gaussian, which is sometimes also called the $Q$-function. In EM it's called the $Q$-function because the original paper [1] used a $Q$ to notate it. We like to say that the $Q$ stands for quixotic because it's a bit crazy and hopeful and beautiful to think you can find the maximum likelihood estimate of $\theta$ this way.

[^2]:    ${ }^{4}$ There were some historical precedents to EM before [1], but [1] is generally considered the original EM paper, and we leave a full discussion of the historical development of EM to others.

[^3]:    ${ }^{5}$ If $L(\theta)$ is bounded above on $\Theta$, then the monotonicity implies the convergence of the sequence $\left\{L\left(\theta^{(m)}\right)\right\}$, but not of the sequence $\left\{\theta^{(m)}\right\}$.
    ${ }^{6}$ This proof is one place where we need the previous assumption (see footnote 2 on page 1 ) that the parameter $\theta$ does not affect the support of $X$, because (for example) in the 4th line of the proof you multiply top and bottom by the same factor, but if the support depends on $\theta$ then you could get a $0 / 0$ factor when you do that, and the rest of the proof won't follow.

[^4]:    ${ }^{7}$ We drop the constant term in $Q_{i}\left(\theta \mid \theta^{(m)}\right)$ when we sum $Q_{i}\left(\theta \mid \theta^{(m)}\right)$ to get $Q\left(\theta \mid \theta^{(m)}\right)$.

[^5]:    ${ }^{8}$ Not comfortable with the method of Lagrange multipliers? There are a number of excellent tutorials on this topic; see for example http: //www.slimy.com/~steuard/teaching/tutorials/Lagrange.html.
    ${ }^{9}$ See [9] for matrix derivatives.

