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Abstract

Intellectual property and the patent system in particular have been
extremely present in research and discussion, even in the public media,
in the last few years. Without going into any controversial issues
regarding the patent system, we approach a very real and growing
problem: searching for innovation. The target collection for this task
does not consist of patent documents only, but it is in these documents
that the main difference is found compared to web or news information
retrieval. In addition, the issue of patent search implies a particular
user model and search process model. This review is concerned with
how research and technology in the field of Information Retrieval assists
or even changes the processes of patent search. It is a survey of work
done on patent data in relation to Information Retrieval in the last
20–25 years. It explains the sources of difficulty and the existing docu-
ment processing and retrieval methods of the domain, and provides a
motivation for further research in the area.



1
Introduction

Innovation is at the core of technological and societal developments.
New ideas on how to make things better, faster, cheaper, and more
reliable, or simply on how to make totally new things, are the result of
many different economical, managerial, and cultural factors. In addi-
tion to all these factors, it stands to reason that technology moves
forward on the basis of prior technology, and that therefore society
as a whole benefits from public availability of detailed descriptions of
technical innovation. For this reason, the patent system has been cre-
ated to encourage inventors to share their know-how, in exchange for
a temporary monopoly. Without approaching any controversial topic,
this review looks, from the perspective of Information Retrieval (IR)
researchers, at methods for benefiting from this amount of information.

The search for innovation, as expressed in patent documents, and
for the purposes of obtaining new patents, has two facets: the search
for content and the search for legal information. Most of us, as scien-
tists, are very familiar with the search for content. While performed for
different purposes, at its core lies the need to understand a technical
process or entity. We achieve this by finding references to similar pro-
cesses or entities, by analyzing its components and the more general

2



1.1 History and Present 3

categories of processes or entities of which it is part. Second, there is
the search for legal information related to the protection granted to the
inventor for a specific invention. The two facets often intermingle in the
different search use cases described in Section 1.4, but this review will
focus on the former.

We begin the introduction with a brief description of the past and
present of the patent system, in order to provide a context for every-
thing that will be discussed further on. This will also give the reader
the understanding of the specific terminology used in the following
sections. We continue with an overview of the content of patent docu-
ments in Section 1.2, illustrated by analyzing an example of a patent
in Section 1.3. Section 1.4 gives a description of the most important
patent search types. Finally, Section 1.5 gives a brief overview of patent
research in the IR community, and the sources of patent documents.

1.1 History and Present

The term “patent” stems from the Latin verb patere and means “laying
open.” As a noun, it is the short form of letters patent, an official
document used in the middle ages by an authority to assign specific
rights to a person or group. The first patent law in the sense that
we would imagine it today, i.e., pertaining to inventions, was issued
in Venice in 1474 [138], followed by the British Statute of Monopolies
of 1623, the United States in 1790, and France in 1791 [11]. The full
history of the patent law is certainly not the focus here, but rather the
point that, when approaching this particular field, one has to take into
account centuries of practice. The side-effect of this public disclosure of
inventions is a library of cultural heritage documenting the development
of human technologies from the middle-ages to the present day. All this,
and more, is prior-art to any new patent application.

The different laws in different countries result in several possible
definitions of a patent. According to the World Intellectual Property
Organization (WIPO) [3],

“a patent is the right granted to an inventor by a
State, or by a regional office acting for several States,
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which allows the inventor to exclude anyone else from
commercially exploiting his or her invention for a lim-
ited period, generally 20 years.”

The conditions under which such a right may be granted may also
show slight differences between authorities, but generally four condi-
tions have to be met [11]:

novelty: The invention must not have been described or used before
the application

inventive step: The invention must also not be a new but obvious
combination of existing processes or entities

industrial applicability: It must be possible to build or use it in
practice (e.g., no patent for a perpetuum mobile)

non-excluded material: It must not refer to areas explicitly
excluded by law from patenting (e.g., natural products)

The modern practice of patent law starts with the Paris Convention
of 1883 [207]. At the time of writing, there were 174 nations listed as
contracting parties, the latest one being Thailand in 2008. The Paris
Convention is the first in a series of international agreements that aim
to make the patent system a truly global one. For even though most
laws take prior art to be any public data anywhere in the world, the
practice is essentially a national one, with only one true multinational
authority, the European Patent Office (EPO).1

The Paris Convention lays down one of the fundamental properties
of the current patent system, the priority. In essence, the Convention
allows the inventor to claim priority on an invention at any patent
office of a signatory country, based on a prior application he/she made
in any other signatory country, generally within 12 months. This sys-
tem results in the creation of links between documents issued by differ-
ent patent offices, in different languages, essentially covering the same
invention. It is a fundamental property that, as we will see in the fol-
lowing sections, has found its utility not only in the search methods,

1 Even in the case of the EPO, the actual patents are issued by national offices, but the
procedure is greatly simplified.
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but also in machine translation, network analysis and evaluation of IR
systems.

Priorities create the possibility of building patent families — the set
of patents describing the same invention. Depending on how flexible one
is in linking the documents based on their priority references, the fam-
ilies can describe a very specific invention, or a general technical field.
Families are however not a legal concept, and just to illustrate this flex-
ibility, let us note that the WIPO, in its Handbook of Industrial Prop-
erty Information and Documentation [206], identifies five types (simple,
complex, extended, national, and artificial), while the EPO, on its infor-
mation Web site,2 gives three definitions and provides links to how some
commercial providers define their understanding of patent families.

This difference in definition notwithstanding, there are at least
250,000 common applications per year among The Five IP Offices
(IP5)3 (i.e., the same application filed at more than one IP5 office) [141].
This amounts to a considerable body of comparable multilingual data.
And, given the way the patent system currently works (i.e., applications
for the same invention made and examined at different patent offices),
a set of independent searchers are creating relevance judgments in an
ad-hoc pooling-like way.4

The size of patent corpora is relatively small when compared to the
current web corpora (ClueWeb’09 is 25 terabytes compressed [1], while
none of the patent corpora available reach the 1 terabyte mark). How-
ever, the research issues are still abundant. This review covers the vast
majority of the research already done, as well as points out potential
avenues for the future. When talking to a patent expert, it emerges
that the work still needing to be done for patent retrieval is a mixture
of technology features and legal or administrative issues. While this
review certainly focuses on the former, the two are surprisingly diffi-
cult to extricate from each other. Often enough, procedures are put in

2 http://www.epo.org/searching/essentials/patent-families/definitions.html
3 Five patent offices that have agreed to a tighter collaboration in patent prosecution: Euro-
pean Patent Office (EPO), United States Patent and Trademark Office (USPTO), Japan
Patent Office (JPO), Korean Intellectual Property Office (KIPO), and State Intellectual
Property Office of the People’s Republic of China (SIPO).

4 There are international efforts underway to eliminate this apparent work duplication in
order to speed-up patent prosecution.
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place to do a good job of searching with the technology of the 1980s
or even earlier. A classical example of this would be the creation of
extremely long and complex Boolean queries [24]. These procedures
then become part of what the community generally defines as “patent
search” and research is done to adapt to this particular scenario. This
is a factor to keep in mind when looking beyond the restricted confines
of the described use cases.

Adams, in his presentation to the WIPO in 2009 [8] and later in
his keynote at the Patent Information Retrieval Workshop in 2011,5

identified three areas of development for improving search:

(1) Search strategy development — the human factor
(2) Database creation and maintenance
(3) Search engines and information navigation tools

The three areas all interact with and are dependent on each other, but
the Human Factor and the Database creation and maintenance are not
the subject of this survey. However, it is important for the IR commu-
nity to understand that although the core algorithm, its supplementary
features and its interfaces are very important, they are just a third of
the complete process. Furthermore, studies on information navigation
and visualization in the IR community are sparse. We will briefly cover
them in Section 4.5.

The need for better search engines is however particularly acute
now, as the number of patent applications grows and, together with
it, the backlog of patent offices. For instance, as of January 2011, the
United States Patent and Trademark Office (USPTO) had a backlog
of 1.2 million patent applications [34].

1.2 Domains within a Domain

A common understanding of a domain-specific search engine is that it
“limits its index to pages corresponding to a particular subject area, pub-
lisher or purpose” [183]. This definition covers all aspects of what one
may define as domain-specific search, provided we are slightly liberal

5 http://ifs.tuwien.ac.at/pair2011
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in its interpretation. The “subject area” component refers to domains
such as scientific publications, healthcare, biomedicine, chemistry, etc.
The “publisher” could be perceived as a publication-specific medium.
Text (hyperlinked or not), images, and combinations thereof such as
news feeds, blogs or twitter search are examples that come to mind in
this sense. Finally, “purpose” is better understood as users or use case
domains and implies a connection to the user performing the search
and his or her motivations and objectives. Let us therefore rephrase
this definition:

Definition 1.1. Domain-specific search [engine | process] is a
search [engine | process] that fixes one or more of the following three
dimensions:

(1) subject area (e.g., chemical, biomedical, healthcare)
(2) publication form or medium (e.g., blogs, micro-blogs,

books)
(3) users or use case domain (e.g., patent search, cultural

heritage, expert search)

It should be noted that in reality the three axes are not quite orthog-
onal. Some use case domains require specific subject areas or publica-
tion forms. The lack of perfect orthogonality has however never been an
obstacle in IR and we should take this definition in this spirit as well.

Figure 1.1 shows a graphical representation of the three axes. As an
illustration of a domain, a volume of the space can be used to represent
a domain in a qualitative way. The domain of healthcare is shown as
an example of a domain that covers a more limited subject area, but
targets a large number of users and user scenarios (both medical profes-
sionals and non-professionals regularly search for health and medical
information in a large number of scenarios). In contrast, the patent
domain covers chemistry, mechanical engineering, electrical engineer-
ing, and practically all other domains of industry applicable human
knowledge, but focuses on a relatively small number of users and use
cases. We develop the discussion on these use cases in the patent domain
in Section 1.4.
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Fig. 1.1 The patent domain cuts across many scientific and technical domains.

1.3 A Patent Example

Before moving on with this survey, it is worth taking a closer look at the
patent documents that we will often mention in later sections. As with
any example, it does not cover all types of patents and aspects of the
patenting process, but it provides the basic understanding necessary
for subsequent sections. The reader familiar with the domain may skip
this section.

Figure 1.2 shows two pages of the US patent application 10/256716,
related to a very well-known consumer product. It is clear from
Figure 1.2(b) that this patent application refers to the navigation mode
of an iPod. The title (Method and apparatus for accelerated scrolling)
and generally the first page is much less clear. In fact, this particu-
lar application was filed on September 26, 2002, after the first iPod
was released, yet there is no mention of the device by its name in
the text of the application. Instead, this patent application provides a
detailed technical description of how the scrolling mechanism for the
iPod works. For obvious reasons, we do not reproduce here the full text
of the description, but it is available online.6 The application requests

6 http://1.usa.gov/Oq0Wr7
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(a) The first page (b) Page 12 of 28

Fig. 1.2 Two pages of patent application 10/256716.

protection for a set of ideas, which it describes in 59 claims. Here are
the first five:

(1) A method for scrolling through portions of a data set, said method
comprising: receiving a number of units associated with a rotational user
input; determining an acceleration factor pertaining to the rotational
user input; modifying the number of units by the acceleration factor;
determining a next portion of the data set based on the modified number
of units; and presenting the next portion of the data set.

(2) A method as recited in claim 1, wherein the data set pertains to a list
of items, and the portions of the data set include one or more of the
items.

(3) A method as recited in claim 1, wherein the data set pertains to a media
file, and the portions of the data set pertain to one or more sections of
the media file.

(4) A method as recited in claim 3, wherein the media file is an audio file.
(5) A method as recited in claim 1, wherein the rotational user input is

provided via a rotational input device.

As we can see, the claims are written in a particular style, sometimes
referred to as patentese [19], resembling the language of many legal
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contracts. In practice this is almost always the case. What one can also
see from this example is that there are a number of internal references
between claims. In practice, a claim which does not reference any other
claim is called an independent claim and all others are called depen-
dent claims. In the example above, Claim 1 is independent, while the
following four are all dependent, forming a tree of references.

Following examination, this patent application was granted a patent
in the United States, namely US7,312,785, issued over 5 years after
the initial application. In this process, the examining office (i.e., the
USPTO, in this case) published over a hundred documents, cover-
ing mostly the communication between the office and the applicants,
as well as some procedural notes from the office. Among them, the
most interesting for IR researchers are probably the Examiner’s search
strategy and results, the list of references cited by the examiner, and
the series of decisions made by the office. In the end, the granted patent
(US7,312,785) contains 40 claims only. Figure 1.3 shows two examples
of documents published by the USPTO in relation to this application.

(a) Examiner’s strategy (b) List of citations

Fig. 1.3 Some documents published by the USPTO in relation to patent application
10/256716.



1.3 A Patent Example 11

The US patent offers the owner a monopoly over the manufacture
and licensing of the invention only in territories under the US jurisdic-
tion. This is why, 20 days after filing the application with the USPTO,
another application was filed with the WIPO: WO03/036457 on Octo-
ber 16, 2002. Even though the WIPO is not a patent office (i.e., it does
not grant patents), it is the entry point to the so called PCT Route,
which is a system designed to facilitate the acquisition of protection in
different jurisdictions. The name of the route comes from the Patent
Cooperation Treaty (PCT), which establishes the procedures under
which an application filed with the WIPO reaches the national patent
offices which can grant patents. Without going into the full details of
the system,7 here is the brief description of the route:

(1) an application is filed with the WIPO
(2) an International Search Report (ISR) is created by a Search

Authority (an accredited search organization, generally a
national patent office), and published. This phase is referred
to as Section 1

(3) an optional further search is performed by a Search Authority
(Section 2)

(4) the applicant decides, based on the search reports, whether
to proceed to the national phase. This means that the patent
application is passed to the set of offices where the applicant
desires protection (they are called designated states)

(5) upon receiving the application, the national patent offices
start their own examination procedures, optionally taking
into account the ISR created in the previous steps.

Whether the application goes through the PCT route or not, in
situations where protection is sought in different jurisdictions for the
same invention, a so-called family of patents results. Figure 1.4 shows
the European and Japanese patents corresponding to the US patent
discussed before.

7 Full details about the PCT and PCT applications are available at http://www.wipo.int/
pct/en/. The details of the PCT route are much more complicated than the five bullet
points presented here.
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(a) European granted patent (b) Japanese application

Fig. 1.4 Family members of US patent 7,312,785.

All of the application and granted patent documents will generally
have the same structure, consisting of:

• Bibliographical data: title, metadata related to the spe-
cific publication at hand, the inventors, assignees, agents or
applicants, as well as relations to other documents

• Abstract: a very brief summary of the invention
• Description: a detailed description of the invention, includ-

ing prior work, examples, related technologies
• Claims: the legal description of the invention. Adams [11]

defines the claims as a “Sequence of paragraphs at the
end of a patent application defining the scope of monopoly
sought. After substantive examination, the same section of
the granted patent defines the legal rights of the proprietor.”

We will often make references to these sections in the coming sections.
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1.4 Patent Search Processes

While, in principle, the search process is always about finding relevant
documents to satisfy a particular information need, patent search has
specialized into different processes, differentiated as a function of the
input (an idea, a disclosure of innovation, a patent application, a claim,
a granted patent) and the needed output (a large set of scientific publi-
cations covering a domain, a set of patents, a single patent). In relation
to patent search one will therefore often hear names such as State of
the art, Pre-filing patentability, Novelty, Freedom to operate, Validity, or
Due diligence search. Their precise names and definitions vary between
different practitioners.8 Alberts et al. [16] describe in detail five of these
search types, but also demonstrate the variability in the definition, by
providing a table with seven search types. Adams [11] adds another
type of search (Alerting) and slightly regroups the rest.

Generally, these types of search are also related to eDiscovery
because of their legal nature, which puts a large emphasis on finding
all relevant documents. The greatest difference between the practice
of patent searchers and legal staff is perhaps the amount of metadata
available to patent searchers. As we have seen in the previous example,
each published patent document is the result of a specific process and
comes associated with a rich set of metadata.

The different types of patent search are summarized in Table 1.1,
which shows the type of search and alternative names for it, as well as
the search specification (what the search begins from) and the corpora
in which the search is conducted. A short description of each search type
is given in italic text. Figure 1.5 shows the life-cycle of an innovation,
with the searches that are directly related to it. The figure describes
the path from having an idea to do something new, i.e., an innova-
tion, to obtaining (and defending) a patent. It follows four of the six
types of search described in Table 1.1, in the order in which they occur,
and shows the most important documents that are a result of this pro-
cess. The rectangles denoting the searches also indicate who typically

8 By practitioners, we understand here all those who deal with patents in their professional
life. This generally includes corporate librarians, information specialists, private patent
searchers, patent examiners at any patent office, and patent lawyers.
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Table 1.1. Types of patent search.

Other
Search type names Search specification Corpora

State of the art Technology survey An idea All public
documents

To obtain a general understanding of the field surrounding the innovation at hand
Pre-filing patentability A fairly well

defined
innovation
disclosure

All public
documents

Similar to above, but with a more precise request for information and potentially more
focus on patent documents

Patentability Novelty, Prior Art A patent
application

All public
documents until
the date of the
application

Identify whether a specific patent application satisfies the conditions for granting
Freedom to operate Infringement,

Right-to-Use,
Clearance

A product and
related methods
or technologies

The set of patents
in force in a
particular
jurisdiction

Identify any patent in force in a particular jurisdiction which may prevent a product
from being commercialized in that jurisdiction

Validity Invalidity,
Enforcement
Readiness,
Opposition

A granted patent All public
documents prior
to the priority
date of the
patent in
question

Identify whether a granted patent satisfied the granting criteria at the earliest priority
date (i.e., the moment when a first application was registered for the invention described
therein)

Patent portfolio search Due diligence,
Patent landscape

A company, a
technology area

All public
documents

Obtain a general understanding of the patents, both in force and expired, in a specific
technology area and/or jurisdiction

performs them. Note that a search represented by a rectangle could
take place over a number of hours or even weeks. The diamonds repre-
sent decision points, at which the question “Relevant item(s) found?” is
asked, relating to the search just performed. If the response is positive,
then a previous step in the process must be repeated.

Figure 1.5 does not show the Freedom to operate and Patent port-
folio because, as can be seen from Table 1.1, these use cases do not
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Fig. 1.5 High-level view of the life-cycle of a patented idea.

have a document at the basis of their request for information. These
two types of search can in fact be performed at any time in the course
of the development of an idea into a patented product, as well as any
time thereafter.

Finally we should note that in Table 1.1, we refer to all public doc-
uments as a particular corpus, but what should be clear to the reader
is that theoretically any publicly disclosed knowledge, not necessarily
in written form, can be used to invalidate a patent.

The IR scientist reader may by now realize that for the core IR
engine design, these different types of patent search do not appear to
make a difference. The principal differences, as we have listed them,
have to do with the target data collection or the form in which the
request for information is expressed. The differences lie in the attitude
with which the search process is conducted and the tools that assist
the user in achieving the different objectives of these different patent
searches.

Understanding these processes is important for the success of
the resulting search system and surveys among professional patent
searchers have been conducted in this sense. Hansen [77] have inter-
viewed patent examiners at the Swedish patent office. Tseng and
Wu [191] have interviewed 43 patent searchers, 18 of which agreed
to a follow-up experimental observation of their search behavior. Most
recently, Azzopardi et al. [20] followed up with an online survey which
received 81 responses. Characteristically, the set of patent search types



16 Introduction

identified was also different from the sets of Alberts et al. [16] and
Adams [11] mentioned before.

Based on these and similar surveys in the context of the PROMISE
project9 [94] (Participative Research labOratory for Multimedia and
Multilingual Information Systems Evaluation), the scenario outlined in
Listing 1.1 has been crystallized to model the prior art search performed
by a patent examiner. This is perhaps the most common type of search,
if we do not take into account the technology survey done in the context
of research environments. Nevertheless, the patent examiner at a patent
office is not the only actor in the field. As Figure 1.5 and Table 1.1
indicate, scientists, librarians, and lawyers are also potentially involved.

Such user studies reveal aspects that the previous taxonomy did not
identify. The different types of search identified by patent experts them-
selves have to do, as we have seen, with the final objectives of the search
task. From an IR researcher’s point of view, however, the different tasks

Listing 1.1. Prior Art Search use case.

9 http://www.promise-noe.eu
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are distinguished by the formulations of the queries (Boolean, keywords
only, full text, metadata, images), by the number of sessions required
in the process, and by the level of collaboration in achieving the desired
goal. The core difficulty for the IR scientist has to do with the patent
documents themselves, even if many search types require the corpus to
be the entire, publicly available, human knowledge.

1.5 Patents in the IR Community

This section reviews the beginnings of IR research in the patent domain,
and lists a number of sources of information on IR in the patent domain,
as well as sources of patent collections for use in IR research. The first
recognition of the IR community of the need for special attention to
be dedicated to the issues of patent retrieval was in the organization
of the first Workshop on Patent Retrieval by Kando and Leong [97].
However the subject had been approached before by Sheremetyeva
and Nirenburg [171] and by Larkey [110]. Other studies, for specific
domains (particularly chemistry [32, 99]) and for business analysis (for
example, [42]) had appeared even before, but outside of the core IR field.

1.5.1 Sources of Knowledge

Work in this domain has been encouraged through evaluation cam-
paigns, first through the NII10 Test Collection for IR Systems
(NTCIR) [57, 60, 93, 145, 146], and later through the Text Retrieval
Conference (TREC) (for the chemical domain [129]) and continuing at
the moment of writing this review, through the Cross-Language Eval-
uation Forum (CLEF) [156, 157, 158, 161].

This survey relies heavily on the proceedings of the SIGIR Workshop
on Patent IR in 2000 [97]; the ACL workshop on Patent Corpus Pro-
cessing [4]; the special issue of the Information Processing & Manage-
ment journal [59]; the PaIR series of workshops [5], generally co-located
with the International Conference on Information and Knowledge
Management (CIKM); the Advances in Patent Information Retrieval
(AsPIRe) Workshop [76] co-located with the European Conference on

10 National Institute of Informatics (Japan).
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Information Retrieval (ECIR) in 2010; as well as the reports from the
evaluation campaigns mentioned above. A number of other articles have
appeared in various journals, specific to the technology described, and
at least another survey has appeared in the World Patent Information
(WPI) journal [35]. The WPI journal is an important source of domain
related information and while its audience is mostly made up of patent
information professionals, the IR researcher interested in the domain
would find its articles interesting. Most recently, in 2011, an edited book
has collected a series of articles focusing on the patent domain [127].

A number of other symposia do not have proceedings, but pub-
lish the slides online. The Information Retrieval Facility11 (IRF) has
organized a symposium between 2007 and 2010, bringing together IR
researchers and IP professionals.12 The various patent offices also orga-
nize information events and training sessions.13

1.5.2 Sources of Data

Working in the patent domain implies having access to collections of
patent data. Aside from those made available in the various evaluation
campaigns already mentioned previously, patent data can be obtained
directly from the patent offices, or from research collections.

While all patent offices make available patent data (it is one of their
core responsibilities), it is not always easy to obtain it. The USPTO
has its full text database available online14 for manual search, and for
bulk download via Google.15 The European Patent Office16 is one of
the most active in this area, offering both researchers and commercial
organizations free access to their data as well as data they have collected
from other offices, via their Open Patent Services (OPS).17 A fair-use
policy applies in this case.

11 http://www.ir-facility.org
12 http://www.irfs.at
13 http://www.wipo.int/meetings/en/index.jsp, http://www.epo.org/learning-events.html,

http://www.uspto.gov/products/events/index.jsp
14 http://patft.uspto.gov/
15 http://www.google.com/googlebooks/uspto.html
16 http://www.epo.org
17 http://ops.epo.org
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The Matrixware Research Collection (MAREC), first made avail-
able by the IRF, consists of approximately 19 million patent documents
in XML format, covering four patent offices (USPTO, EPO, JPO, and
WIPO). MAREC is now available for download under a Creative Com-
mons license.18 Further sources are the datasets, queries, and relevance
judgments made available in the NTCIR patent track, and CLEF-IP
and TREC-CHEM evaluation campaign tracks.

1.6 Structure of the Survey

The rest of this survey looks in detail at the various aspects of IR in the
patent domain. After this introductory section, we continue in Section 2
with a detailed description of evaluation best practices in the field. We
do this because, on one hand, evaluation is based on the understanding
of search processes just described, and, on the other hand, because
in this way we lay the ground for the discussions of results in future
sections. The main focus of the survey is in Section 3, on text indexing
and retrieval. We cover there both bag-of-words approaches, as well
as those supported by Natural Language Processing (NLP) methods.
Section 4 follows up on the text retrieval discussion with details on
metadata associated with patent documents and how such metadata
assists the search process. We cover both existing metadata, as well as
experiments on creating new metadata.

Section 5 moves away from textual information and introduces the
specific issues related to image and chemical structure retrieval in the
patent domain. We discuss the importance of the information contained
in the non-textual parts of the patent, as well as algorithms that have
been developed to make use of this information in search.

Finally, we summarize the domain in the Conclusions section, and
provide a set of research and development trends observed in recent
years in relation to patent IR.

18 http://www.ifs.tuwien.ac.at/imp/marec.shtml
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Evaluation

Laboratory-style evaluation of search algorithms is a well-established
practice in the IR Community [78]. This style of evaluation has been
supported for IR in the patent domain through the organization of
patent IR tracks in the CLEF, TREC, and NTCIR evaluation cam-
paigns, with the corresponding availability of corpora, queries, and rel-
evance judgments.

Throughout all the papers reviewed, numerical results of evaluation
experiments are cited to demonstrate the quality of the new methods,
or of their applicability to this particular domain. It is not new in IR to
ask ourselves to what extent these numbers are significant for the prac-
tice of the end users [167]. In the patent domain however, the users play
perhaps a greater role than in the web or news domain. The usual argu-
ments for laboratory-style and user-based evaluations apply perfectly
well to this domain, but it is important to realize that here the user is
a person who will use the search system as the primary tool in order
to do his or her job. In most cases, the user would have also attended
some training on how to use a particular system most effectively. The
decision to change to a new system will not be taken lightly and is not
transparent at all. If in the case of a web search engine, the developer

20
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may change the ranking scheme without necessarily informing the end
user, changing the retrieval engine behind a patent search service may
have significant practical and potentially legal consequences.

We have recently discussed this gap and complementarity between
the practitioners’ perspective on evaluation and that of the IR com-
munity [124]. This is not to say that the practitioners do not support
evaluation campaigns such as those organized at NTCIR, CLEF, or
TREC. On the contrary — such campaigns would in general not even
be possible without the support and guidance of patent experts.

The question is how do we know what exactly is needed? What
are the factors that lead to a positive assessment of a system? The
answer begins with the word “system.” If we look at the literature pub-
lished by professional users assessing search services, it tends to mix
together, within the same pool of judgments, distinct factors like collec-
tion coverage, search performance, efficiency, and usability [18, 52, 140].
The most common practice of assessing a system, or demonstrating
its performance, is through the very “unscientific” way of showing an
example. An example has the benefit that it is concise, easy to follow,
and conveys a clear message. But this is hardly the way to make a
decision.

In the PROMISE project, the research partners started from these
examples and scenarios, and, through interviews and use case mod-
elling, designed more appropriate, and yet still laboratory-style, evalu-
ation campaigns. Some aspects remain particularly difficult to model.
Trippe and Ruthven [189] for instance, answer the very fundamental
question of “What is success?” with risk minimization. The argument
is that what the searcher is ultimately trying to achieve is to minimize
the risk of having a patent application rejected, infringing on some-
one else’s in force patent, being excluded from a market because of a
new patent, etc. They map the fundamental metrics of IR effective-
ness, precision and recall, to the different search tasks and how they
are ordered on the “risk scale.” They observe that precision is more
appropriate as a match, insofar as it orders the tasks in the same way
as the importance of risk minimization.

This is to some extent surprising as the common mantra of Patent
IR requires “high recall.” It is however an expression that only in the
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mind of the IR researcher is tightly connected to “low precision.” For
the professional searcher, as for any user for that matter, desirable is
high recall and high precision (i.e., that the set of results is ordered by
relevance [160]). What makes the user needs of a patent search system
special, compared with a generaly search engine, is the lower tolerance
to errors in this ranked list. In the practice of patent search, the way
to achieve high precision and high recall is often through a set of high-
precision queries. This may explain for instance the popularity that
Boolean search systems still enjoy.

In this section, we provide an overview of approaches to both
laboratory-style and user-centered evaluation in the patent domain.

2.1 Laboratory-style Evaluation

With patent related tasks in NTCIR, TREC, and CLEF, there is now
a significant amount of data about how IR systems perform on such
corpora and there are a number of test collections for the evaluation
of future systems [58]. This section describes the approaches to obtain-
ing relevance judgments and the evaluation metrics used in patent IR
evaluation campaigns.

2.1.1 Relevance Judgments

For the patent domain, it is rarely feasible to obtain manual relevance
judgments from patent search experts. With ever increasing backlogs,
the patent offices have few resources to assist research, while private
practice tends to be outside the budget of research centers. An alter-
native is to use “surrogate” relevance judges, for example the use of
chemistry students in the TREC-CHEM campaign. More commonly
however, approaches have been devised to make use of the citation
information provided by patent examiners in search reports for the
creation of relevance judgments.

With the exception of the NTCIR-3 patent retrieval task [93] and
the Technology Survey (TS) task of TREC-CHEM 2009–2011 [126,
129], all ad-hoc retrieval tasks on the patent domain have used the
examination report provided by the patent office as a source of relevance
judgments.
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The requests for information in the NTCIR-3 patent retrieval task
started from a newspaper article and consisted, among others, of four
text fields:

• article: the original newspaper article that generated the
request for information

• supplement: additional information to the article
• description: a short description of the request for informa-

tion
• narrative: a long description of the request for information

Therefore, the relevance assessments had to be created manually.
For the Technology Survey task of TREC-CHEM, the desire to

include scientific articles meant that manual evaluations had to be done
anyway, for even though scientific articles may also be cited in relation
to a patent application or even a granted patent, there are technical
difficulties in extracting and therefore using these citations, since there
is no universal format for referring to non-patent literature [82]. For
all other campaigns however, evaluation is based on citations, but only
patent citations.

The use of citations from the examination reports is probably not
optimal. The examiner is only required to find one relevant document
which invalidates the claims in the application, even if hundreds may
exist. This, added to the fact that practice and language familiarity
may restrict the search of the examiner, results in a clearly incomplete
relevance judgment set.

In a recent study [134], Magdy et al. looked at the number of words
that a given patent application had in common with its citations. They
observed that the percentage of applications which have no words in
common with any of their cited documents is higher than the percent-
age of applications which have no words in common with the top five
non-relevant (i.e., not cited) documents returned by a system. This
may seem surprising, but it is part of the “features” of the collection.
In fact, the study above does not take into account the fact that not all
documents in patent test collections contain all sections, nor that the
words used in a patent describe a technology which obtained a common
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Table 2.1. Sources and types of citations for patent documents.

Source Type Relevance

Applicant Prior work, which does not destroy novelty. Relevance level: 1
Examiner A Found by the examiner, but still not novelty destroying.

Relevance level: 1
Examiner Y Partially novelty destroying. In combination with other citations

may render the new invention obvious and thus not
patentable. Relevance level: 1–2

Examiner X Novelty destroying citations. Will generally imply a change in
the claims of the patent application. Relevance level: 2–3

Opposition A citation introduced through an opposition procedure after
grant. Relevance level: 2–3

name long after the patent was published (for example, “touchscreen”
versus “capacitive sensing device”).

Documents cited in relation to a patent may come from different
sources and these sources may come with assigned levels of relevance.
Table 2.1 shows the different sources and types. The relevance levels
mentioned in the table are for indicative purposes only, with a higher
value indicating higher relevance.

The opposition citations are particularly interesting because they
are, as a rule, extremely accurate. The opposition procedure is available
at most of the major patent offices to account for the fact that the exam-
iner might have missed significant documents. Practically, it crowd-
sources the examination. As competitors monitor the IP landscape in
which they operate, they will put in effort to oppose a granted patent.
At the same time, opposing a patent without success will strengthen
the patent and make it much more difficult to litigate after a failed
opposition. The procedure is therefore not taken lightly and the cita-
tions submitted by the competitor are, in general, extremely relevant.
The problem in using them for an evaluation campaign is that they are
comparatively rare.

To increase the number of citations, the CLEF-IP [161] and TREC-
CHEM campaigns have used patent families to identify related doc-
uments to both the citing and cited documents. This is particularly
useful if the task at hand is a general state-of-the-art search, where
even tangentially related documents are interesting for the searcher. In
terms of ranking systems however, the use of expanded citations with
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patent family members has not been shown to produce significantly
different rankings compared to those obtained in evaluations based only
on direct citations [128].

When citations are not available, either because the topic is not a
patent document (as in NTCIR-3) or the results are expected to be
more than patents (TREC-CHEM TS task), manual relevance judg-
ments must be created, and best-practices of standard evaluation cam-
paigns should be followed [166].

2.1.2 Metrics

One of the questions in doing the evaluation is to what extent existing
metrics apply to the new domain.

In general, the patent domain-focused evaluation campaigns orga-
nized so far have used well-known metrics. Practically all have reported
results in terms of Mean Average Precision (MAP), and precision and
recall at different levels. The different relevance levels have been taken
into account by also reporting nDCG values (Normalized Discounted
Cumulative Gain). The incompleteness of the citation lists has lead to
the reporting of bpref (binary preference) values aswell. For the invalidity
task, a more appropriate metric might be Mean Reciprocal Rank (MRR)
as, in principle, only one document is needed to invalidate a claim.

While all of these metrics are informative and useful, there has
also been an attempt to introduce a more specific metric. The Patent
Retrieval Evaluation Score (PRES) [133, 132] is a recall-focused evalu-
ation metric, designed to map the recall-oriented perception of patent
retrieval effectiveness into a numeric value. It takes into account the
fact that a professional patent searcher is likely to go deeper into the set
of results to find a relevant document, and therefore does not penalize
as heavily as MAP or MRR the existence of non-relevant documents at
the top ranks, but instead penalizes systems that return fewer relevant
documents more heavily.

The problem with all of the metrics is that we still do not know how
well they correlate to user satisfaction in this particular domain. A very
small study was presented in [128], but the results were inconclusive
because only 12 topics could be manually evaluated by experts.
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2.2 Humans in the Loop

User-based evaluation is important in any IR evaluation study, but
notoriously difficult to do. The problem is intensified in this domain,
where privacy and confidentiality is paramount, hourly costs are in
line with lawyers’ practices, and communication between end users and
researchers is limited and difficult.

Despite these difficulties, there have been initial steps, both in
including users in the evaluation of laboratory-style campaigns and
in designing interactive campaigns such as the PatOlympics [125].

The PatOlympics invited research teams to present their patent
retrieval systems in a competitive-demo session, where patent experts
use the systems to answer a particular request for information. The
comparability of the results in the end is supported by the provision of
a common corpus for all participants, the equal opportunity to interact
with the patent expert, and the pooling of results identified as relevant
during the event itself. The disadvantages are: first, the expert’s per-
ception of the topic changes as he or she sees more documents, so if a
team’s turn to interact with an expert is at the end of the event, the
expert will be more likely to know exactly what to look for. This is
mitigated by the fact that the teams and experts interact in a round-
robin fashion, so all teams will experience both the advantage and the
disadvantage of this change in an expert’s familiarity with the topic.
Second, and most significant, the number of topics is extremely limited
(2–5 topics) due to the limited time available for such an event.

Finally, let us observe that humans are in the loop in the adoption
of techniques in practice. While getting insights into internal company
systems is practically impossible, recently some systems based on pub-
lished research have been made available to the public [85]. Their suc-
cess, and implicitly evaluation, remains to be decided by the users they
attract.

2.3 Summary

The definitions of success given by the IR researchers and the IP profes-
sionals differ. They are not conflicting, but complementary. The patent
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domain is not unique in its need to consider the needs of the users, but
in this case, the users are knowledgeable about the data, the search
systems and even the expected results [16]. If in web or newswire search
each of us can, with reasonable accuracy, imagine what the user does
and needs, patent searchers are trained professionals, whose search
results are difficult to replicate with ad-hoc search. That being said,
the need to clearly identify the real performance of core components
is as present as ever, and there is a huge number of resources at our
disposal. The examination reports, performed at patent offices around
the world, are invaluable. Only the peer-review process of scientific lit-
erature comes close to it, but it lacks the structure and unique global
identifiers that the patent system has.

The importance of users in this domain has lead to systems being
evaluated by comparison with best practices in the field. This opens
up a difficult modelling problem: changes and improvements in search
technology, as triggered by evaluation campaigns, lead to changes in
best practices. The users are always right, but a balance is to be found
between a tradition of best practice, and innovative practices.



3
Text Retrieval

Text retrieval is the core business of many in the IR community and
consequently this particular approach to patent retrieval has seen a lot
of attention in the past 10 years. This section discusses the differences
between “general” text retrieval problems (and we refer here to web
and news corpora examples) and those in the patent domain.

Before we begin, we need to observe that full text search is a rela-
tively new experience in the patent retrieval systems. The incumbents
here are manually created indices of semantic data and it is impor-
tant to understand the difficulties that a full-text search system has
to face in improving existing practice [9, 10]. The manually created
indices, such as summaries, keywords or chemical lists, cannot cope
with an ever growing amount of data, but from the user’s perspective,
they are extremely important because they provide a level of quality
still unmatched by automated processes. The requirements for Infor-
mation Retrieval systems are therefore very demanding, particularly in
the areas of query syntax and information extraction.

This section begins with a discussion on the differences between
patent and non-patent literature and of the challenges in the processing
of patent literature. This is followed in Section 3.2 by a review of current

28
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approaches to processing and indexing patent documents. Finally, the
important topics of query syntax and multilinguality are discussed in
Sections 3.3 and 3.4, respectively. We should note that although it is
technically still text, the extensive metadata associated with a patent
and its use in patent processing and search are not discussed here, but
in Section 4.

3.1 Patent versus Non-patent Literature

The motivation of this survey is the need to process patent documents
differently from other collections. In the first section, we have seen the
background of this problem (i.e., the legal patent system and its moti-
vations). We have seen that this background generates specific search
tasks which define what “patent retrieval” means for the practitioner.
This section explores the effects of this background on the text itself
and, indirectly, on the Information Retrieval researcher and the meth-
ods he or she develops to tackle the problem at hand. We compare the
text of a patent collection with that of a general corpus consisting, for
example, of news or web data.

3.1.1 Term Distributions

The largely empirical methods of Information Retrieval rely heavily on
assumptions about the relationship between the frequency of occur-
rence of terms in a document and the topic of the document. It has
often been said, and there are many anecdotal examples, that patent
documents are more “difficult” than other documents used in IR tests.
We start by looking at the collection term frequencies. It is well known
that term frequencies follow a Zipfian distribution, and that the plot of
frequencies against ranks on logarithmic axes should be, approximately,
a line. Figure 3.1 shows this plot for the CLEF-IP 2011 corpus [157]
and for the American National Corpus (ANC)19 [88]. For the latter, the
frequency figures are provided by the corpus creators online. Although
the figures vary between the two corpora,20 the plot is made such that

19 http://americannationalcorpus.org/
20 Technically, the CLEF-IP is not a corpus, but just a collection of documents, since it

does not have any linguistic annotations.
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Fig. 3.1 Term frequencies in patents versus standard American English.

the two extremes (top left corner and lower right corner) match. They
appear to be similar, but we should not forget that these are logarith-
mic plots. What matters here is the second derivative of the curves: the
rate at which the frequency changes. Compared to a corpus of “regu-
lar” American English, the patent corpus decreases the frequency much
faster. This means that it is rich both in high frequency and low fre-
quency terms, but poor in average frequency terms. One of the reasons
for this is the presence of text obtained by Optical Character Recogni-
tion (OCR) in the corpus [185] and the errors introduced by the OCR
process, but also the nature of the text. As is often the case in legal
texts, the authors of the Claims sections do not shy away from repeat-
ing the same term over and over again, wherever deemed necessary to
clarify the object or procedure being claimed.

The second aspect to observe is the specificity of the terms used in
this corpus. Given the relationship between term specificity and docu-
ment frequency (DF) [96], we can make an inference about the speci-
ficity of each section by looking at the average DF of the terms within it.
Figure 3.2 shows the distribution of the average document frequency of
terms in the three sections of a patent document, as a percentage of the
total number of sections of that type. For comparison, the figure also
shows the average DF in documents of the Open American National
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Fig. 3.2 Average Document Frequency distribution, per sections(s).

Corpus (the free version of the ANC). Extreme cases are visible in the
patent data, such as those four documents whose average DF is 80%
of the total number of documents. Even without these extremes, most
Description sections have an average DF of over 25% of the size of the
corpus.

3.1.2 Natural Language Processing Issues

In addition to the issues related to the frequency and distribution
of terms, a text processing method may need to take into account
the structure of the sentences, the frequency and distribution of noun
phrases (NP) rather than terms, and the frequency of out-of-vocabulary
terms.

Among the research done in this area, most emphasis was placed on
the Claims section of patents. This has two reasons: first, the claims are
the legally binding description of the invention; second, because they
are legally binding, they are written in the “patentese” mentioned in the
Introduction. Claims tend to have longer sentences, a complex struc-
ture and use uncommon terms [173]. While these facts about claims
have been mentioned consistently in numerous publications, numerical
observations about them are given in [150, 197].



32 Text Retrieval

Verberne et al. [197] used a set of 67,292 Claims sections extracted
from the 400k patent document corpus made available for the AsPIRe
workshop [76], to which they applied a sentence splitter (using both the
full stop and the semi-column as delimiters), followed by the AEGIR
dependency parser [106]. They compared their results with statistics
from the British National Corpus (BNC) [112]. They found that the
average Claims sentence has 53 words, while the median is 22. Compar-
ing with the BNC, where the peak of the distribution is at 10 words,
patent claim sentence length distribution peaks at 20 words per sen-
tence. To put a figure on the out-of-vocabulary issue, they compared
the coverage of the patent corpus by the CELEX lexical database [22].
In terms of token coverage, this was found to be better (96%) than a gen-
eral corpus (92%). However, in terms of types (i.e., unique tokens), the
coverage dropped to 55%, suggesting that there is a high token-to-type
ratio. This observation was later detailed by the authors in a follow-up
article [150]. We will come back to this shortly. This issue is not specific
to English or western patenting practices. A similar observation was
made about Japanese claims by Shinmori et al. [173], though without
an extensive study. An extensive comparison of issues between English
and Japanese in patent practice and language is presented by Lise [117].

Interestingly, Verberne et al. did not find significant differences
between the lexical frequencies of ambiguous words (in this case, words
which can be assigned multiple parts of speech). Instead, they found
that multi-word terms in patent claims tend to not appear even in
specialized dictionaries (“we found that fewer than 2% of the two-word
NPs from specialist occurs in the marec subcorpus”).21 This again
supports the intuition that patent claims, by definition, describe in
existing, common words, new things, the expression of which is there-
fore not found in existing dictionaries.

A third challenge mentioned by Shinmori [173] is the complicated
syntactic structure of the claims. While the results here are obtained
from a small set of 100 short sentences, and therefore are inconclu-
sive, Verberne et al. argue that the main cause of failure for syntactic

21 The specialist lexicon is a lexicon covering both common English terms and biomedical
vocabulary [37].
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analyzers is that the claims are not mainly formed of clauses (i.e., do
not always have a subject and a predicate), but rather noun phrases.
This is a feature of patent practice because of the restriction of the
USPTO that the claims have to consist of a single sentence [2]. The
resulting text is not always easy to read, and often difficult to process
automatically. The subject and predicate are often in the “title” of the
claims section, which can be “I claim:” or “We claim:”.

3.1.3 Document Length Issues

Finally, we observe that patent documents tend to be quite lengthy
in nature. Iwayama et al. [92] use the test collections of NTCIR-3 to
compare a patent corpus consisting of Japanese patent applications and
a news corpus consisting of Mainichi newspaper articles. Their results
show that the patent documents have approximately 24 times as many
terms as news documents. At the same time, the standard deviation
of the distribution of lengths for patent documents is 20 times that of
news articles.

Length normalization methods have, however, been available for
over 15 years, and a version thereof is part of the standard BM25
model (for a full discussion, see [159]). Iwayama and colleagues do not
in fact observe a difference in the relative performance of the nine
retrieval models they try on the two collections. The question is there-
fore only if there are ways to better manage huge documents in order
to increase the absolute retrieval scores. We will examine this problem
in more detail in the next section on patent document processing, but
it is worth taking a moment to understand why patent documents are
longer.

As discussed in [159], increased length of a document may come from
one of two sources: either the document talks about a unitary topic,
but is verbose in doing so; or the document covers more topics. The
assumption in patents is that they are simply verbose. This is supported
by the idea that a patent covers one invention and therefore one topic.
However, we should not forget that what exactly an invention is may
be differently understood at different patent offices. For instance, the
USPTO allows an application to be amended by the applicant with a
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so-called Continuation-in-Part application (CIP).22 The EPO does not
have such an option, and in this case the applicant is generally advised
to file a new application altogether. Additionally, each examiner may
decide whether a document describes a single invention or not, in which
case it is possible that one invention is assigned one patent by one office
and multiple patents by another. This means that, despite the intuition
that a patent should cover a single invention, and that therefore the
issue of long patents is only related to the verbosity of the text, we do
have to consider the other variant as well. Namely, we have to take into
account that a patent document may be discussing sufficiently different
topics to consider each as a separate piece of information.

3.2 Patent Document Processing

Based on the observations above, in this section we will discuss
approaches to process the documents to improve retrieval. In the course
of doing so, we will mention the results obtained by various research
groups, but the reader should note that often these are based on differ-
ent collections, and are therefore rarely comparable. Also by process-
ing, we understand here weighting in the case of Vector Space Models
(VSM) or Probabilistic Models (PM), or model creation in the case of
Language Models (LM).

We follow, in large, the structure of the previous section, focusing
first on bag-of-words approaches, followed by NLP-based approaches.

Before we begin however, we should note that state-of-the-art Infor-
mation Retrieval models are not easy to improve upon. In [196], Ver-
berne and D’hondt use the text of the claims in an off-the-shelf Lemur
instance using TF*IDF, and rank 6th and 35th in the 70 runs sub-
mitted to CLEF-IP 2009, according to normalized Discounted Cumu-
lative Gain (nDCG) and Mean Average Precision (MAP), respectively.
Figure 3.3 shows the result obtained by an equally off-the-shelf Solr/
Lucene instance in the CLEF-IP 2011 test collection (outside of the offi-
cially submitted runs). Both the Lemur/Indri and Solr/Lucene results
show that even a “basic” IR instance can achieve an average, or

22 A CIP application follows up on a previous application and is generally used to protect
enhancements of a previously disclosed method or device.
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above average performance. This figure shows the bpref value (simi-
lar plots had been obtained for MAP), which is appropriate for the
search report-based qrels used in the patent domain, as described in
Section 2.1.2.

3.2.1 Bag-of-words Approaches

Before we talk about words, we need to mention tokenization. Most
articles cited in the following do not identify specific changes to the
tokenization procedure, although this is arguably important. Particu-
larly in chemistry patents [129], the tokenization procedure must take
care not to include artificial tokens extracted from textual representa-
tion of chemical formulae into the general index.

Iwayama et al. [93] are the first in presenting a study comparing
different weighting techniques and their results as applied to patent
and news corpora. Table 3.1 shows the nine scoring functions used23

(common notations, see [93] for details).

23 It is unclear why BM25F was not used in this case, as fields are always present in the
target documents.
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Table 3.1. Retrieval models analyzed by Iwayama et al. [93].

Model Weight

hits bq,t × bd,t

baseline fq,t × bd,t

tf fq,t × fd,t

dlfd

idf fq,t × idft

tf.idf fq,t × idft × fd,t

dlfd

log(tf) (1 + log(fq,t)) × 1+log(fd,t)
1+log(avefd)

log(tf).idf (1 + log(fq,t)) × idft × 1+log(fd,t)
1+log(avefd)

log(tf).idf.dl (1 + log(fq,t)) × idft × 1+log(fd,t)
1+log(avefd) × 1

avedlb+S×(dlbd−avedlb)

BM25 fq,t × log
(

N−nt+0.5
nt+0.5

)
× (K+1)×fd,t

K×
(
(1−b)+b

dlfd
avedlf

)
+fd,t

There are no surprises in the results: models that perform well on
news corpora (BM25, log(tf).idf.dl) perform well on the patent corpora
too, relative to the other models. Also to note from their experiments is
that using the full text of the patent documents in the search process,
rather than restricting to specific sections (claims, abstracts)24 improves
results. This was also subsequently observed in [50, 61, 68]. The only
reversal of ranking that grabs attention is that when using the original
article that generated the topic (see the description of NTCIR topics in
Section 2.1.1), aided by the “supplementary memorandum” added by the
topic creators, the ranking of the top two performing models is reversed.
In fact, it decreases the performance of BM25 by almost 40%. The differ-
ence must lie in the fact that while the article and supplementary data
werenotwrittenwith a search task inmind, thedescription andnarrative,
added by Iwayama and colleagues, was more specific.

Fujita [61] continues this analysis by comparing a BM25-variant
weighting with a language modelling approach with different smooth-
ing methods (Dirchlet or Jelinek–Mercer) and priors (document-length
or IPC25). This particular study focuses on the effects of the document

24The article does not show results for using the description section of the patents.
25 International Patent Classification, see Section 4.2.
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length on the scoring of the retrieval model. In the end, Fujita con-
cludes that in both cases (probabilistic and language model), retrieval
is improved when the model penalises long documents. In the case of
the BM25, this is done by setting the b parameter to larger values (0.9
to 1 is suggested here for the patent domain, compared to just 0.3 to
0.4 for news corpora).

A number of subsequent systems have used TF*IDF [74, 83],
BM25(F) [28, 56, 68, 136, 154], language modelling [95, 134, 215], or a
combination thereof [214]. Comparing them directly is not always pos-
sible. An exception is made by the systems participating in or using the
collections of evaluation campaigns. Even in these cases however, they
most often combine some form of similarity metric or term weight-
ing, with some form of query generation. We discuss the latter in
Section 3.3.

3.2.2 Latent Semantic Analysis

Before moving forward, we also mention distributional semantics, of
which Latent Semantic Indexing (LSI) is the poster-child. The aim of
such technologies is to discover patterns between terms, or between
terms and documents, and use them in the ranking process.

Latent semantic indexing is known to improve retrieval effective-
ness [62], but in the patent domain its effects are still unclear. While
there exists at least one provider who uses it [163],26 LSI has not been
shown to improve results in the patent domain. In fact, there are few
studies in this sense. Chen et al. [43] observed that their system, based
on Differential LSI (DLSI), a variant proposed earlier by them, does not
perform well and suggest a scheme to use DLSI as a first-level filtering
scheme and apply a dynamic programming method to find syntactic
templates matching the query. No effectiveness results are presented
here, but a later study confirmed that LSI did not improve results
compared to the standard VSM [139]. Instead, Latent Semantic Anal-
ysis may find its way as an assisting technology, rather than relying
fully on its ability (or inability) to detect document similarity [64].

26 At the time of writing of this review however, no reference to LSI was to be found on the
company’s Web site (http://www.freepatentsonline.com).



38 Text Retrieval

A possible problem with distributional semantics methods, as well
as with the bag-of-words approach in the patent domain, is what
exactly should be considered as a word. As mentioned in the previous
section, at least in the Claims section, but also in the other parts of a
patent document, multiple, common words are used together to define
a new concept. Tseng et al. [190] propose a method to generate word
n-grams by traversing backwards through the text after tokenization
and keeping maximally repeated sets of words. A set is taken to be
maximal if none of its ordered subsets of length at least two occurs
more frequently than itself. The proposed processing also includes
the use of stop-words and stemming, but it is unclear which stop-
words were used. In general, a domain specific stop-word list would be
preferable [33].

The expansion from bag-of-words to larger indexing units is par-
ticularly tempting in this domain. As D’hondt et al. [51] observe, this
may become too specific and damage recall. Nonetheless, given that
syntactic structures are, as we observed in the previous section, some
of the most distinctive characteristics of patent documents, the next
section lists some of the approaches in this sense.

3.2.3 Natural Language Processing

The use of NLP techniques to enhance retrieval is certainly not an
attempt specific to the patent domain. The inherent problems of the
bag-of-words model and the potential of NLP have been discussed at
length. We found the tutorial of Smeaton at ESSIR’95 useful for an
overview [176]. This particular section deals with the applications of
such processing for the purposes of indexing (e.g., tokenization) and
weighting.

Given that parsers are even less likely to provide reliable results on
the complex syntactic structure of patent documents and in particular
of patent claims, the question is what to expect of NLP techniques in
this domain, and in particular for retrieval. This being said, experi-
ments at the University of Hildesheim [28] do show improvements in
recall when using phrases rather than terms, but still are outperformed
by other systems not using phrases [158].
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A central focus in the research community is on processing the
claims section of a patent, as that is where one has both the legally
binding content and the most differences with respect to newswire
or web corpora. The purpose is, on one hand, to improve retrieval,
but often to simply make the claims readable to the public without
a degree in Law. Surprisingly enough, one of the first research pub-
lications in this area handled not the problem of understanding the
written claims, but rather that of writing them. As Sheremetyeva indi-
cates, “the difficulty of the task is not constrained only by syntax and
style. A claim must be composed so as to make patent infringement
difficult” [171, 172]. This means that the claim must be neither too
restrictive, nor too broad, neither too clear, nor too opaque. The exis-
tence of such an automated system to generate claims would indi-
cate that perhaps the claims are still not as difficult as commonly
thought. If they can be generated automatically, maybe they can also
be reverse-engineered to the core concepts. Unfortunately, reading just
a few claims is enough to understand that this is not the case. While
the patent claim generation system that resulted from this research is
available commercially as AutoPat,27 it is unclear to what extent it is
adopted, and to what extent an applicant would have to change the
output of the system to adapt it to their needs.

Making the claim text more understandable to the reader involves
two aspects. First, the structure of the claim section needs to be made
visible. Second, terms may need explanations.

The claim section of a patent generally includes several claims,
which are often connected to each other in a dependence relation-
ship. As mentioned in Section 1.3, a claim is said to be independent
if it does not make reference to another claim and dependent oth-
erwise. The process of uncovering the structure of the claim section
results in a tree (potentially a forest), with independent claims as
roots, and dependent claims as intermediary or leaf nodes. This kind
of structure leads to the use of rhetorical structure theory in order
to link cascading definitions [170, 173]. Furthermore, this tree can be
refined by using claim-specific cue words in order to recognize lists or

27 http://www.lanaconsult.com/index.html
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relationships between terms. Both Shinmori et al. [173] and Shereme-
tyeva [170] use such keywords. Shinmori first identifies six types of rela-
tions in claims (procedure, component, elaboration, feature,
precondition, and compose) and then identifies for each a set of cue
words. Sheremetyeva first identifies the cue words and then associates
a range of morphological, semantic and syntactic properties to them.
In both cases, a combination of dependency parsers and context free
grammars is used to generate the enriched claim structure.

Later, Parapatics and Dittenbach [153] took advantage of devel-
opments in the area and used an off-the-shelf parser [49] to obtain a
high percentage of successful parses, after a claim segmentation process
similar to the ones just mentioned. In the process, they describe a very
comprehensive list of types and patterns in claims.

As mentioned, the utility of such techniques is not found in retrieval,
but rather in making the claims understandable to the common reader.
While all the articles of the previous two paragraphs mention para-
phrasing and summarization as applications, the articles do not show
specific results. Bouayad-Agha et al. [36] make this step in the con-
text of the PatExpert project.28 Alternatively, the conceptual graphs
extracted by the methods just described may be compared automati-
cally, as in [211]. The utility of this latter approach for the patent users
is however still to be determined.

NLP methods may also be used to identify more precisely terms of
interest. Such terms may carry particular information, and may need
further explanation for the reader. In relation to the claim structure
detection method, Shinmori et al. [173] also propose the use of the
description section to provide context to specific terms. They use a
fairly intuitive method based on heuristic rules to identify the terms,
and keyword search on the description section to extract context.

One of the issues observed in attempting to process claims using
parsers is that a specific lexicon is needed. Sheremetyeva had generated
one, but did not provide details of coverage [170]. Oostdijk et al. [151]
create such a lexicon semi-automatically, and show that it covers 86.5%

28 http://www.patexpert.org/
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of the types found in the MAREC patent corpus, compared to only
60.4% coverage obtained by a general purpose lexicon.

3.3 Query Creation, Modification, and Enhancement

Regardless of how well the indexer manages to process the patent
collection, the ultimate results will also depend on asking the right
questions, or, in this case, on generating the most effective queries.
The nature of the domain, where a typical use case scenario implies
beginning the search upon receiving a patent application, increases the
necessity to process the request for information (e.g., a full patent appli-
cation, an innovation disclosure) in order to be able to efficiently search
the index.

Sometimes however, some documents may not be retrieved at all,
by any query. This is the study of Findability, first introduced to the
patent domain by Azzopardi and Vinay [21] and expanded by Bache
and Azzopardi [23]. The idea is that the index of a particular document
may be such that, regardless of the terms used in the query, there will
always be other documents obtaining a higher score, given a specific
ranking function. The relationship between the queries and the different
retrieval methods is explored in depth by Bashir and Rauber [27].

As a rule, all papers describe some form of query generation when
discussing patent retrieval. Even the off-the-shelf Lucene implementa-
tion used in the generation of Figure 3.3 incorporates within its “More
Like This”-functionality a term selection mechanism. It is clear that
query generation is significant, but there are only a handful of studies
where the matter is specifically targeted. For the rest, we can hypoth-
esize that the query generation method played a specific part in the
more or less successful runs, but it remains impossible to tell which
component of the retrieval system had the most significant impact on
the results.

We can hypothesize, for instance, that some approaches may be too
simplistic. For instance, Wanagiri et al. [202] use the top 10 keywords
according to the TF*IDF version of Salton and Buckley [165]. This
appears to be provide too little information and most likely also too
corrupted by the direct use of the term frequency in the weight. We can
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learn more from Xue and Croft [208, 209] who cover more weighting
schemes and different fields. In particular, they find that the optimal
query length, for their test collection, is around 30 terms. However,
since the collection used is not a standard one, results are not compa-
rable. At the same time, Xue and Croft show that using a particular
field of the US patent format, the brief summary of the invention,
achieves the best results, followed by using the full text. This field is
unfortunately only a feature of the US patent applications.

Prior to these, Itoh et al. [89] attempt to weight terms in the query
based on their perceived significance in the target corpus, combined
with their significance in the query. To measure this significance, dif-
ferent term weighting schemes are used. The proposed method does
not take into account the fact that some terms, while being important
to the definition of the request for information, may not necessarily
appear in the target set at all. For query term selection purposes, it
would seem more useful to weight them based only on the genre to
which the query belongs, rather than the genre of the target collection.

An enhanced version of this is to use language models for both the
query and the target collection. Perez-Iglesias et al. [154] select the
query terms based on the difference between the language model of the
topic document and the collection. They consider of interest the terms
which appear frequently in the query, but not so frequently in the col-
lection. Results are average. A similar approach was taken by Mahdabi
et al. [136], although here the language model was more refined.

The problem with having a full document as a query is that, as
described in Section 3.1.3, it might refer to multiple topics. Even in
the case of a single invention, different components of the new device
or process may have their own prior art and generating one query for
all may produce poor results for all. This is particularly important in
the case of technology survey tasks, where all aspects of a field are
requested (though arguably, in this case, the queries will be generated
by humans). Mahdabi et al. continued their study using language mod-
elling for the query and collection with a study on applying a summa-
rization technique, a version of TextTiling, and generating a model for
each summary [135]. The results reported are however inconclusive. The
problem is that splitting the request for information and recombining
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the search results obtained for each such sub-request introduces a new
set of parameters to be investigated. The subtopics discovered in a
patent application may be of different significance. It is perfectly rea-
sonable that the Description section talks in detail about existing work,
but none of the relevant documents for such a subtopic is likely to be
cited in the examination procedure as invalidating the application at
hand. Takaki et al. [182] show that with different weights assigned to
the different topics, the retrieval results can be improved. Even without
weighting however, Ganguly et al. [63] obtain good results by segment-
ing the Description section using TextTiling, as Mahdabi before, but
also using the Title, Abstract, and Claims sections as additional sub-
queries. The difference here is that they add, for each of the subqueries,
a pseudo-relevance feedback loop. We will come back to this shortly.

We return briefly to the use of natural language processing tech-
niques, discussed in the previous section, to note that while all the
query generation methods mentioned so far rely on terms, encouraging
results have been recently obtained using phrases. An early result was
presented by Osborn et al. [152] in the late 90s, when they showed
that using an NLP-based grouping of terms results in a performance
increase compared to the bag-of-words approach, even if the increase
is smaller than in a non-patent collection (i.e., Tipster in their experi-
ments). Later, D’hondt et al. [51] use a query term extraction based on
triples generated after a dependency parser was run on the topic doc-
ument. Verma and Varma use key-phrase extraction techniques based
on the results of a part-of-speech tagger [199].

A less strict version of the query generation methods described
above would be to simply allow the user to select the terms [116]. Even
more, complex Boolean queries may be automatically suggested to the
professional used to this form of interaction with the system [100].

Finally, there are those methods that not only use the request for
information or the target data to select a proper query, but also the
results obtained in a first try, i.e., pseudo relevance feedback methods.
Adaptations of the original Rochio method, as well as a new method,
capable of taking into account the degree of relevance, are applied to the
NTCIR-3 test collection [101]. The results do not show an improvement
in retrieval performance in this case. This may be traced back to the fact
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that patent retrieval does appear to produce less good results than a
retrieval method applied on a general domain, since a pseudo-relevance
feedback (PRF) method will only enhance what is found in the top
retrieved documents. However, it may be that the documents are too
long and cover too many topics, as discussed in Section 3.1.3. This is
suggested by Ganguly et al. [63], who first use a query segmentation
procedure, based on TextTiling, similar to that of [135], and apply
PRF on the results of each sub-query. Then, they merge the results
via round-robin. In this case, the PRF method is also quite standard,
so we can assume with some degree of confidence that the significant
improvements shown are due to the more precise queries. A good survey
of query expansion techniques, including PRF, as applied to the patent
domain, is presented by Magdy and Jones [131].

A final note on a method not reviewed in the above survey, but still
of interest, despite the poor results. Sahlgren et al. [164] used Random
Indexing to identify terms to use for query expansion in Japanese.
While the method had performed well in non-patent Cross-Language
Information Retrieval (CLIR), it is unclear still whether its failure in
the context of the NTCIR patent retrieval task comes from the patent
domain or from the lack of familiarity of the authors of this particular
study with the Japanese language. We move on to the issues of multiple
languages next.

3.4 Multilinguality

As mentioned in Section 1, the patent system is an essentially multi-
lingual one. Hence, machine translation and cross-lingual Information
Retrieval (CLIR) are essential. This is reflected in the focus given to
CLIR in two evaluation campaigns (NTCIR and CLEF-IP). As a result,
there are a number of systems available for searching patents in different
languages. Also as a result, there exist lexicons and parsers dedicated
to the patent domain in several widely used languages, such as English,
Japanese, Spanish, French, and German [36, 151, 173]. Essentially the
problem of handling different languages is not a patent specific one,
but the specific genre (see Section 3.1.2) is an additional factor on top
of everything else that has been discussed in the literature [149].
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So far, language specific studies are extremely limited. Among non-
Asian languages, one of the features that exists only in some languages
but not in others (notably, not in English) is compound words. German,
Dutch, and the Nordic languages use such words, which consist of more
than one constituent (e.g., “Patentamt” (DE) — “Patent office” (EN)).
Using decompounding is found to help retrieval performance both for
Swedish [17] and German [113]. Jochim et al. [95] compare the use
of phrase and term translations for retrieval, and find that the first
improves French topics, while the second German ones. The explana-
tion is that without decompounding, terms in German have the infor-
mational content of phrases in English or any other non-compounding
language.

The familiar approach of query translation is extensively used in
the patent domain as well. Fujii and Ishikawa use it for Japanese-
English CLIR [56] in the context of NTCIR-3. Additionally, they have
used patent families to return a document different to the one actually
retrieved, but within the same area of technology. In fact, the use of
patent families for creating parallel or comparable corpora for statisti-
cal machine translation has found a considerable appreciation [122]. A
summary of all other cross-lingual experiments at NTCIR-3 is in [102].

However, all of these observations would potentially apply to any
other domain, and a comprehensive book on CLIR provides context
to all of them [149]. What is specific to the patent domain, but has
not been thoroughly analyzed in any of these works, is how good the
translation is. Statistical Machine Translation (SMT) systems are only
as good as the training data they are trained on, and they must be
adapted to the patent domain [41]. But perhaps a full-blown SMT is
not necessary for query translation. After all, what is needed is not
necessarily a properly formed sentence, but the correct keywords. Such
a bilingual thesaurus may be learned directly from the corpus at hand,
using hypernym and hyponym relations [148].

Query translation is not the only option for cross-lingual retrieval.
Recently, Li and Shawe-Taylor presented a study, also on the NTCIR-3
collection, using Kernel Canonical Correlation Analysis (KCCA) [115].
The retrieval results show indistinguishable MAP values compared to
monolingual runs.
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Finally, let us note that translation may not necessarily be between
languages, but also between genres [147]. The same method used by
Nanba et al. [148] to learn a bilingual thesaurus is used again by the
team, in conjunction with references between patents and scientific arti-
cles, to learn the different ways of expressing the same thing in the two
different genres. For instance, their method is able to learn that a “TV
Camera” may be referred to in a patent as a “photographic device,”
“image shooting apparatus,” or “image pickup apparatus.”

3.5 Summary

From the use of more-or-less off-the-shelf IR models, methods or tools,
we have seen that the bag-of-words approach, without any enhance-
ment related to metadata present in the patent, stands its ground.
What seems to consistently work is using the full text of the docu-
ment, but using different fields (using here the Lucene terminology) for
the different sections. This means that the term weighting is done per
field and this makes perfect sense considering the different genres in
the different sections of the document. Additionally, the studies pre-
sented in this section have provided ambiguous results in terms of the
utility of using metadata (IPC, inventors, assignees, etc.) in the search
process. However, this deserves a more careful analysis, and we look in
more depth at the use of metadata in Section 4.

Latent semantic methods, although apparently used in a few com-
mercial services, show inconclusive results. Given their success in other
IR domains, their study should be encouraged in order to clearly assess
their utility in the case of patent search.

In terms of query generation, there are positive results that signif-
icantly improve retrieval performance, but also negative experiences.
Interestingly, Zhao and Callan [216] indirectly reflect on one of the fun-
damental properties of patent retrieval systems: the experience of the
professional searcher. They describe how Indri performed better using
automated queries than using manual queries generated by an inexperi-
enced user. While the study is only on the six topics of the Technology
Survey task of TREC-CHEM 2011 [126], and an additional one from
PatOlympics [125], it shows both that a state-of-the-art search system
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is able to assist the casual searcher, but must allow the experienced
one full flexibility.

The most visible difference between patent and non-patent liter-
ature was observed in the application of NLP methods. The studies
mentioned in this section indicate that the nature of the genre (using
many common words, but in new combinations, together with rela-
tively many hapax terms) is a probable cause of the perceived reduced
effectiveness of both bag-of-words and distributional semantics meth-
ods, when compared with results on web or newswire corpora. Such
linguistic studies are unfortunately rather sparse, as they require a sig-
nificant amount of manual annotation and text analysis, together with
potentially large computational resources.

In fact, an issue that was not directly addressed in this section is
that of scalability. The global set of patent documents is large. Esti-
mates for the total number of patent documents available worldwide
are difficult to make, but commercial collections claiming worldwide
coverage range in the area of 70–90 million documents.29 This is not
larger than the web collections that the IR community is currently han-
dling, and scalability becomes a particular issue here only insofar as the
method at hand is running significantly more complex algorithms than
those of standard IR. For instance, Klampanos et al. [103] and Urbain
and Frieder [193] propose distributed systems in order to manage more
complex processing: probabilistic logic in the first case, and chemical
information extraction in the second. These are problems that are not
specific to the patent domain and which receive a well deserved large
share of attention in the community.

29 Precise numbers are not available, and these are estimates we obtained in private con-
versations.
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One of the main characteristics of patent search is the availability of a
rich metadata, created in the granting process by both the applicants
and the examiners. We start with a description of this metadata, and
of the uses one can make of it for retrieval. We then continue with a
brief survey of technologies which assist in creating additional meta-
data, such as classification and information extraction. We conclude
this section with a section on visualizations for patent retrieval.

4.1 Existing Metadata

In Section 3, and particularly in Section 3.2 on patent document pro-
cessing, we have presented a number of systems that use various IR
models to calculate similarities between queries and documents. We
have carefully avoided however discussing those enhancements which
use metadata in this process. We come back to this now and start by
showing in Table 4.1 a list of common fields generally present in all
patent documents. This kind of information is generally not present in
general purpose IR collections, and has been indicated by patent search
professionals to be very useful in patent retrieval.

48
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Table 4.1. Metadata generally associated with a patent document.

Field Explanation

ID Unique, global identifier
Family ID An identifier for the family to which the current document

belongs
Publication Number Potentially the same as the ID, unless the emitting authority

has a different practice
Publication Date Date when the present document was made public

Application Number Many authorities assign a number upon receiving a patent
application, and another number to the published document
describing that application

Application Date The date when the application was received
Priority One or more patent IDs indicating prior applications for this

invention, according to the Paris Convention

Earliest Priority Date Earliest application date of the set above

IPC International Patent Classification Label

ECLA/F-terms/other Other classifications, as assigned by national patent offices

Title Language Language of the title
Patent Citations List of patent IDs cited by the applicant, examiner or in an

opposition procedure, in relation to the current document
Non-Patent Citations As above, but for non-patent literature
Applicant Name Name of the individual or company that applied for the patent
Assignee Name Name of individual/company owning the patent
Inventor Name Name of the individual(s) who invented the object or process

disclosed
Agent Name Name of the individual or company acting on behalf of the

above
Abstract Language Language in the abstract
Description Language Language in the description
Claims Language Language in the claims

A very simple way to increase effectiveness in the case of Novelty
or Validity searches is to make sure that, unless the collection already
restricts the date range we are searching on, we do it ourselves [215].
For validity search in particular, considerable attention must be paid to
when the potentially invalidating document was published. Any doc-
ument, regardless of its topical relevance, will be irrelevant if made
public after the earliest priority date of the patent whose validity we
are now verifying.
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One of the most complex, but also most useful, metadata are the
classification fields (IPC, ECLA, etc.). These are covered in more detail
in the next section.

4.2 Classification

Patents are classified by the patent offices into large hierarchical clas-
sification schemes based on their area of technology. The use of patent
classification has two major benefits [6]. The first is that the classifi-
cations provide access to concepts rather than words, such that even
if the same word or phrase is commonly used in two technology areas,
patent classifications will provide the context of its use. In effect, they
allow the search space of patents to be reduced, by allowing the user
to exclude from the search process patents in classes not related to
the search topic at hand. The second major benefit is the language
independence provided by classifications, as classification symbols can
be mapped to multiple languages. This allows patent searchers to con-
duct reasonably effective retrieval even in languages that they do not
understand. At present, a large amount of the patent classification in
patent offices is done manually, although due to the ever increasing
numbers of applications, the use of automated systems is becoming
more attractive.

A patent classification scheme must be able to classify the whole
body of technological knowledge. As the technological knowledge of
the world is continuously developing and expanding, a classification
scheme must also be able to include devices or ideas that did not exist
when it was created. Furthermore, patent classification schemes are
periodically revised to take the changes to technological knowledge into
account. The changes can involve both creating new categories as well
as fusing categories that have received little use.

At present, a number of patent classification schemes are in use.
The International Patent Classification30 (IPC) is a hierarchical patent
classification system maintained by the WIPO. This scheme will be
described in more detail, as it is widely used and also forms the basis of

30 http://www.wipo.int/classifications/ipc/en/
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other patent classification schemes. Other patent classification schemes
will then be briefly described.

4.2.1 International Patent Classification

At the top level, the IPC has 8 Sections indicated by the letters A
to H, shown in Table 4.2. The names of the remaining four levels of
the IPC hierarchy are shown on the left of Table 4.3, along with the
total number of categories at each level. An example of a path down
the hierarchy, along with the symbols used to represent the path, is
shown on the right of the table.

Many of the categories also have notes guiding the classification,
specifying exactly what is covered and what is not covered by the
category. For example, subclass G04G (electronic time-pieces) has the
note: “This subclass does not cover electronic time-pieces with moving

Table 4.2. The eight IPC sections.

Section Description

A Human necessities
B Performing operations; Transporting
C Chemistry; Metallurgy
D Textiles
E Fixed constructions
F Mechanical engineering; Lighting, Heating,

Weapons, Blasting
G Physics
H Electricity

Table 4.3. The five levels in the IPC hierarchy, with the total number of categories in
each level in the second column. On the right of the double line is a specific example
of the codes and corresponding titles for a single path down the hierarchy.

No. of Example
Level categories symbol Example title

Section 8 G Physics
Class 129 G04 Horology
Subclass 631 G04D Apparatus or tools specifically designed for

making or maintaining clocks or watches
Main group 7392 G04D 3/00 Watchmakers’ or watch-repairers’ machines

or tools for working materials
Sub-group 62493 G04D 3/04 Devices for placing bearing jewels, bearing

sleeves, or the like in position



52 Metadata

parts, which are covered by subclass G04C.” Categories also have refer-
ences to other categories that are related, for example, subclass G04D
(shown in Table 4.3) has the references: “machine tools in general B23,
B24; hand tools in general B25.”

The IPC also provides categories to take into account the possibility
of emerging technology not covered by any of the existing categories.
For example, G04D 99/00 is: “Subject matter not provided for in other
groups of this subclass.” This provides a challenge for automated clas-
sification algorithms, as these categories are defined not by positive
examples of their members, but by documents that do not fit into
other categories.

The IPC is periodically revised. The first edition of the IPC came
into force in 1968. Until 2005, it was revised every five years, but the
revisions are now taking place more often.

4.2.2 Other Patent Classification Schemes

The European Classification system (ECLA) is built on top of the IPC
(it is identical down to the main group level) and maintained by the
EPO. The ECLA contains around twice as many categories as the IPC
(around 140,000 at main group and sub-group level), and hence has
narrower categories allowing more fine-grained classification. The file
index (FI) used by the JPO is also an extension of the IPC, having a
total of 170,000 categories [168]. The F-terms classification, also used
by the JPO, is a completely independent classification system and is
used in addition to the IPC and FI classifications. It allows documents
to be classified from a number of technical viewpoints by assigning
term codes to them [168]. A document to be classified is first assigned
a theme, of which there are over 2,500, each of which is mapped to
a set of FI codes. Each theme has a defined collection of viewpoints
for specifying possible aspects of the inventions under the theme (e.g.,
material, operation, product, purpose, etc.), and each viewpoint has a
list of possible elements that can be assigned to it. An F-term consists
of a pair of a viewpoint and its element [91].

The United States Patent Classification (USPC) system maintained
by the USPTO is an exception in that it is not based on the IPC.
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Adams [6] has pointed out that even though both EPO and USPTO
patents are also classified into IPC categories, there can be significant
differences in the IPC categories assigned to an EPO patent and its
USPTO equivalent. This is because USPTO patents are first classi-
fied by the USPC system, and then automatically assigned to IPC
categories by a mapping between the systems, which most likely has
shortcomings. However, a recent initiative of the EPO and USPTO to
create a common classification system for technical documents resulted
in the Cooperative Patent Classification31 (CPC). The CPC is based
on the ECLA, containing more than 200,000 categories. It has been
under development since October 2010, and was officially launched on
January 2, 2013. From January 2015, it is planned to be the only clas-
sification scheme used by both patent offices.

4.2.3 Uses for Automated Patent Classification

Automated patent classification in patent offices may reduce the work-
load of human classifiers. Due to the nature of the patent field (e.g.,
extensive use of neologisms, rapid technological development, complex
definitions of some classes), fully automating the classification is a chal-
lenge. There are however many opportunities to support the manual
classification [29, 178]. For instance, pre-classification is the task of dis-
tributing the incoming patent applications among the various possible
groups of examiners based on their contents, which could be seen as a
classification at class level of the IPC. This task has a high potential
for success, as the number of classes is on the order of 100, and errors
in the initial routing can be caught at the more detailed classification
done manually at the next step. In interactive classification, the system
proposes classes to the examiner and then allows the examiner to refine
the classification. An example of such a system is the IPCCAT32 pro-
vided by the WIPO. A third application for patent offices is in the re-
classification of patent documents. After the periodic re-organizations
of the patent classification schemes, all patents in the database of a
patent office must be re-classified using the new scheme. This task

31 http://www.cooperativepatentclassification.org
32 https://www3.wipo.int/ipccat/
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is currently done manually, and can require a long time to complete,
making it attractive for automated assistance in the classification.

Classification codes are usually applied to patent documents at two
levels. Earlier, this was usually in the form of a single code for the
main classification (the main area to which the invention belongs),
and potentially some codes for the other classifications or secondary
classifications, relating to other aspects expressed in the patent [14,
53]. Furthermore, earlier IPC classifications were done based mainly on
the claims of the patent document [205]. With the reform of the IPC
in January 2006, it is recommended to classify additionally based on
inventive aspects found in the description, examples, or drawings. These
features are classified with one or more codes referred to as invention
information, superseding the single IPC code of the main classification.
Other content of documents, which is of lesser importance but still has
search value, can be classified as additional information [205].

A final promising application is automated classification of non-
patent documents into a patent classification scheme. These documents,
including scientific literature and even web pages, should also be taken
into account in prior art searches. Their lack of classification into the
schemes used by the patent offices makes it cumbersome for professional
users to narrow down the search space. Automated classification of
these documents could lead to more effective retrieval of non-patent
prior art by patent examiners.

4.3 Generating Metadata

In addition to the metadata already associated with a document, there
is ample space to automatically create new metadata, correct existing
metadata, or to assist the user in associating metadata to a particular
document. Automated patent classification is the area of metadata gen-
eration that has received the most attention, due to the importance of
the applications it has in patent offices and among patent searchers, as
described in the previous section. Therefore, we focus now on text-based
patent classification. We will then continue in Section 4.3.2 with a dis-
cussion of information extraction technologies for populating ontologies
specific to the patent domain.
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4.3.1 Text-based Patent Classification

Patent document classification is challenging for the following reasons:
(1) there is a large imbalance in the distribution of documents in cat-
egories, as the number of inventions varies in different parts of the
taxonomy; (2) most patents are assigned to multiple categories — a
multi-classification task; and (3) the codes are assigned at two levels of
importance — primary categories and secondary categories.

In 1999–2000, the EPO carried out tests for pre-classification of
patents. They provided data to research groups and companies for test-
ing their classification systems. The summary report of these tests [213]
does not give a comparison of the systems participating but names some
of them [87, 107].

In 2002, the WIPO made publicly available a dataset for training
and testing IPC classification: the WIPO-alpha dataset,33 containing
over 75,000 patent documents in English.34 This dataset was intro-
duced in [53], and results for single-label classification into the IPC
main classification for each patent, using common approaches such as
Support Vector Machine (SVM), näıve Bayes and k-Nearest Neighbour
classifiers, were presented. This dataset was mostly used for the devel-
opment of single-label classifiers that take the hierarchical structure of
the class labels into account [186], with many papers focusing on the
development of kernel methods for this task [39, 162, 169, 192, 200].
Unfortunately, the majority of the latter papers only report exper-
imental results on the subset of the dataset classified in Section D
of the IPC, making it unclear what the scalability of these methods
to the full dataset is. The task of multi-label classification — assign-
ing more than a single class to a patent document — is done using
SVMs in [40], in which classification results for each IPC Section are
reported individually. The only paper that considers the problem of
different levels of importance of the categories in multi-label classi-
fication (the preferential text classification task) is [14]. It begins by
proposing a new metric for evaluating preferential text classification,

33 http://www.wipo.int/classifications/ipc/en/ITsupport/Categorization/dataset/
34 The WIPO-de dataset, available on the same webpage, contains over 110,000 patent

documents in German.
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formulates baseline solutions for this task in terms of well established
classification problems, and finally adapts the Generalized Preference
Learning Model [13, 15] to the task. Experiments on the WIPO-alpha
dataset for preferential classification at subclass level show the advan-
tage of explicitly modeling the primary categories as being in competi-
tion with the secondary categories. A study focusing on the scalability
of the SVM and Balanced Winnow classification algorithms on a corpus
of 1.2 million patent applications is presented in [30].

In recent years, IR evaluation campaigns have organized patent
classification evaluation tasks. Such a task was first introduced in the
NTCIR-5 with the task of classifying patents by F-terms [91], with two
subtasks: the first subtask was to classify the patent into a theme and
the second to classify a patent for which the theme has been provided
using F-terms. The F-term subtask was run again in the NTCIR-6 [90],
with the same training data but different test data. The classification
of a patent by F-term given a theme is more difficult than the classi-
fication by theme — the highest MAP for classification by theme in
NTCIR-5 was 0.69, obtained using a k-Nearest Neighbour (kNN) clas-
sifier. The highest MAP for classification by F-terms (for exact match
to the F-terms) in NTCIR-5 was 0.50 obtained by a kNN classifier, and
in NTCIR-6 was 0.49 obtained by a group of näıve Bayes models.

The NTCIR-7 campaign investigated a cross-genre classification
task: the classification of research publications into the IPC, based
on training with patent data. This task continued in NTCIR-8 [146].
English and Japanese patent data were provided for training, and tests
were done on both English and Japanese research papers. Both mono-
lingual (same training and test language) and cross-lingual classifica-
tion evaluation was done. In NTCIR-7, only classification at subgroup
level was evaluated, while in NTCIR-8, classification at three levels was
evaluated. The best Japanese monolingual runs in NTCIR-8 had the
following MAP values: 0.80 at subclass level, 0.64 at main group level,
and 0.45 at subgroup level. All were obtained using various refinements
of the kNN algorithm, including the additional use of a learning to rank
algorithm.

The 2010 CLEF-IP track included a new task on patent classifi-
cation [158], which was run again in 2011 [157]. In these tasks, over
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1 million patents were provided as training data. The aim was to classify
patent documents in the test set at IPC subclass level. The results from
the 2011 task show that systems are able to assign a single subclass to
a patent effectively, with the best runs, obtained using the Winnow
classifier, having a precision@1 of between 0.82 and 0.85. A recall@5
of over 0.85 was also obtained, but with a correspondingly low preci-
sion@5 of around 0.55. A second classification task added in 2011 is
similar to the F-term classification task in the NTCIR-5 and 6 — given
the IPC subclass for a patent, return the group/subgroup classifica-
tions. Unfortunately only one group participated in this task, but as
for the NTCIR task, this task proved difficult, with the best run having
a precision@1 of only 0.54 (using a kNN approach).

4.3.2 Information Extraction

In addition to all the metadata already available in a patent corpus,
there are large numbers of entities present in the text, entities which, if
identified, assist not only the search process, but also the user in under-
standing the document. The process of information extraction will often
involve NLP methods, some of which were presented in Section 3.2.3,
but is not limited to them.

The domain of patents, as mentioned in the Introduction, covers
many technological domains, each of which has, presumably, its own
complex ontological system. A general approach can be taken, using
gazetteers, rule-based systems or machine learning, to extract a com-
mon denominator consisting of measures and units, places and names of
people, publication venues or organizations [12]. Such information can
then be integrated into a complex retrieval system to allow retrieval on
both the full text and the semantic data [46].

A deeper focus on specific domains is likely to be more useful, par-
ticularly since companies, as well as individual users of a patent search
system, are also specialized on one or a small number of technology
areas.

For most domains there are only few publications targeting the
patents for information extraction. There is more work in scientific pub-
lications, which provide useful methods to create semantic data from
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full-text. In some domains there is a lot more explicit semantics than
in others. For instance, in the biomedical and healthcare domain, there
are a number of works using the data available from PubMed Central
or Medline [44, 143]. The lessons learned from these studies, such as lin-
guistic patterns predominantly used in these domains, can be applied,
in particular contexts, to the patent domain [108]. We will discuss more
about biochemical information extraction methods in Section 5.4 in the
context of non-textual information.

All the information extracted from the text, in combination with
the existing metadata, can be put together to create a patent domain-
specific ontology, such as the one attempted in the PatExpert project.35

The PatExpert ontology represents both the explicit metadata already
presented in the previous sections, as well as any other data that could
be extracted directly from the text, or assigned to specific entities via
a classifier, or, more generally, a machine learning method [65, 66].
Taduri et al. build on this work, but opt for a simpler ontology, which
can be used to map several sources of domain knowledge [179, 180, 181].
However, the adoption in practice of these methods and tools is still
unclear.

4.4 The Use of Metadata

Whether manually or automatically created (or a combination thereof),
the metadata can be used inside the retrieval process in addition to
being available to the user for navigation. Here, we review such uses,
as described in the literature.

4.4.1 The Use of Citations

The most successful use of metadata to date is that of the citation lists
in order to learn patterns of relevance. This was used for the first time
by Fujii in the context of the NTCIR-6 [55]. Fujii used the citation
network as a voting mechanism similar to PageRank and showed mod-
erate, but significant improvements in comparison with text-only based
retrieval. Lopez and Romary in the 2009 CLEF-IP campaign [121] also

35 http://www.patexpert.org/
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used the citations and achieved a vastly superior effectiveness score
compared with all other methods. The proposed system, PATATRAS,
is however much more complex than just using the citations and yet
again it is difficult to distinguish where exactly the significant perfor-
mance boost comes from. Given that other components had been used
before or concurrently in other systems, it is reasonable to assume that
the use of citations had a positive effect in this case as well. As a conse-
quence of these results, the use of citations has been adopted by other
groups as well, with similarly positive results [68, 72].

The method was further enhanced in the following year [120] with,
among others, a machine learning method to expand the list of citations
explicitly mentioned as metadata, with citations occurring in the text
of the patent application itself [119].

The use of citations in the retrieval process may be disputed, and
it has been in the various fora where these methods were presented,
because the evaluation of the system also uses citations as relevance
judgments. Of course, these relevance judgments were not part of the
training set for any of the systems, and in our view the use of citations
for system training or result re-ranking is valid scientific practice as
long as care is taken not to mix the training set with the evaluation set
inadvertently, via long citation chains.

4.4.2 The Use of Classifications

Another component that was a part of the PATATRAS system [121], as
well as of many others, was the use of classification codes. The principle
is very simple and goes back again to the multitude of sub-domains
within the patent domain: it is perhaps not useful to search for prior
art to an aquatic toy (US Patent 3113517) among the chemical patents.
Then again, this intuition is not always true. Perhaps the aquatic toy
just mentioned was floating because of a particular material it was
made of and which might therefore have prior art in chemistry.

The use of IPC codes can be particularly useful in the case of a
multilingual collection, since the codes themselves are language inde-
pendent [50]. A similar observation was made by several other par-
ticipants in the CLEF-IP campaign [61, 69, 83, 98, 199]. In general,
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the participants use the IPC annotations, as they are the only set
that is common across different patenting authorities, but Harris et al.
investigated the different utility of the IPC, USPC, and ECLA sys-
tems [79, 80, 81]. The observations made indicate that the IPC is in
fact less useful for retrieval than the other classifications. This is, in
hindsight, expected, since the IPC is designed for uniformity across
different patenting authorities and practice, while the national classifi-
cations are designed for retrieval.

4.5 Visualizations

Visualization of complex data is a general problem, not particularly
specific to the patent domain. That being said, the patent domain has
often used it, in combination with text mining, particularly in the field
of business analytics [38, 42, 175, 203]. Such visualization tools can
be divided into patent graphs that use structured data, such as the
metadata described earlier, and patent maps that use unstructured text
data [190].

Some patent graph examples are shown in Figures 4.1 to 4.3, kindly
provided by M-CAM Inc. Figure 4.1 shows a visual tracking of the

Fig. 4.1 Cited and citing patents, grouped by applicant.
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citation relationships between cited prior art, the subject patent and
subsequent cited art. Figure 4.2 depicts the prosecution history of the
issued patents examined in the context of the subject patent. The bars
at the bottom of the graphic use unstructured data to display the inno-
vation space around the subject patent, which was not cited by the
applicant or examiner. Finally, Figure 4.3 provides a geographic visu-
alization of a patent’s family data allowing comparison across country
information.

Fig. 4.2 The prior and current art of a patent, including cited documents.

Fig. 4.3 A global view of the patent family.
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An example of patent maps are the self-organizing maps used
in [109] to assist the user in the analysis of a patent collection. In
general however, a professional user is likely to take advantage of both
graphs and maps [67, 105].

There are however many more tools for visualization in the com-
mercial space, to which we have little access, and even fewer possibili-
ties to evaluate. A sample of these tools is described and evaluated by
professional users in [212]. Their conclusions are sometimes surprising,
as they are extremely practical and have little to say about the core
effectiveness of any method. The perceived strengths are phrased in a
fairly general way (e.g., “Sophisticated semantic analysis” or “Patent
mapping, clustering and citation analysis”) while the potential lim-
itations obviously come from practical needs and constraints (e.g.,
“Requires in-house training; high cost” or “Difficult to understand
Themescape labels”). This again illustrates the gap between the under-
standing of evaluation in the IR and IP communities, as discussed in
the introduction to Section 2.

4.6 Summary

The patent domain compensates its use of complex texts with the pres-
ence of extensive metadata. Searches in patent collections were done
well before modern Information Retrieval established itself, and a con-
sequence of this is the existence of detailed information about who
invented, wrote or owns the intellectual property described, when pro-
tection was sought, as well as what other similar disclosures exist (be
they patent or non-patent literature) and the kind of technology it
describes. All this information has been shown to help increase the
effectiveness of the search methods, and in some cases it is vital.

In addition to content specific knowledge representations, recent
works attempt to model the patent domain itself (the documents, the
authors and other parties involved, the different dates and priorities,
etc.) as an ontology on which to build data exploration tools. Among
these tools, visualization methods assist the user in tasks where the
search target is not necessarily very clearly defined (e.g., patent land-
scape search).
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Automated classification of patents has a number of important
practical applications, and is of immense interest to patent offices as
a means of increasing efficiency in the face of a mounting number of
patent applications. Automated classification at levels of the classifi-
cation hierarchies with fewer classes (e.g., IPC subclass) has accept-
able performance, but automated classification at the levels with more
numerous classes (e.g., IPC group/subgroup) is still a challenge. The
adoption by the EPO and USPTO of the CPC, with over 200,000 cat-
egories, makes the classification task even more challenging.

Results from the NTCIR and CLEF evaluation campaigns show that
simpler classification algorithms (kNN and Winnow) produce the best
results. These algorithms are also suitable as they can be easily applied
to large amounts of data. The kNN approach can be implemented by
indexing and retrieving similar patents from the training data, while
the Winnow approach has a very simple model. The main disadvantage
of a more complex model such as an SVM is that it requires more time
for training [30, 198] and hence does not scale well with the size of the
data. None of the evaluation campaigns have yet evaluated the task
of classifying a patent into primary and secondary classes (preferen-
tial classification) — it would be interesting to test the scalability of
preferential classification algorithms to large amounts of data and with
many classes.



5
Beyond Text

The majority of the work on patent retrieval has focused on the
text and metadata of the patent. However, patents also contain non-
textual information in the form of images, or, as they are referred to
in the patent domain, drawings. The USPTO “Nonprovisional (Util-
ity) Patent Application Filing Guide”36 makes the following statement,
strongly encouraging applicants to include drawings:

A patent application is required to contain drawings,
if drawings are necessary to understand the subject
matter to be patented. Most patent applications contain
drawings. The drawings must show every feature of the
invention as specified in the claims. Omission of draw-
ings may cause an application to be considered incom-
plete and no application filing date will be granted by
the USPTO.

In some cases, key information may be only in the drawings
and not in the text. For example, in mechanical gearing and power

36 http://www.uspto.gov/patents/resources/types/utility.jsp

64
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transmissions, inventions often involve the relative orientation of vari-
ous known parts, and the information is typically conveyed by reference
to drawings [178]. This underlines the importance of the drawing con-
tent in the information contained in the patent, although this content
has largely been ignored in patent IR systems.

Chemical structures can be represented in multiple ways in a patent,
including a number of methods of encoding them in text as well as
in drawings. To assist in searching, it is essential that these various
representations are converted to comparable “chemical entities.”

After an introduction to the characteristics of drawings in patents,
we review the work that has been done in patent drawing retrieval,
patent drawing classification and the retrieval of chemical structures.

5.1 Characteristics of Drawings in Patents

Drawings in patents are usually in black and white, as patent offices
often make the submission of color drawings a more complex process.
The USPTO, for example, requires an explanation of why the color
drawings are necessary and the payment of an additional fee.

Patents contain different types of figures. The patent drawing ontol-
ogy created by Vrochidis et al. [201], shown in Figure 5.1, specifies the
five classes of figure that occur in patents: photo, diagram (includ-
ing block, state, and circuit diagrams), flowchart, technical drawing,
and graph. For the CLEF-IP 2011 patent image classification task,
nine classes of patent image were identified by analyzing the MAREC

Figure
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Fig. 5.1 Patent Drawing Ontology (from [201]).
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dataset: abstract drawing, graph, flowchart, gene sequence, program
listing, symbol, chemical structure, table, and mathematics. Exam-
ples of these are shown in Figure 5.2. Drawings in older patents are
often done by hand, although the increasing use of computerized draw-
ing packages is leading to more homogeneous drawing styles in more
recent patent applications. In electronic versions of older patents, the
quality of the drawings is usually poor, due to the less advanced scan-
ning techniques available when they were scanned. Even in more recent
patents that have been submitted electronically, workflows in some
patent offices lead to a loss of the vectorized images and their replace-
ment by bitmap images.

There is a strong association between patent drawings and patent
text. As in the majority of technical documents, drawings are numbered
consecutively and referred to as “FIG. x” in the text (note that tables
are usually also considered to be drawings). However, the figure number
indication is usually part of the drawing, so the relation is not always
simple to extract automatically due to the widely varying fonts used
in the drawings, as demonstrated in the examples in Figure 5.3. Some
patents also contain a section headed Brief Description of the Drawing ,
which contains the brief captions of the drawings, for example, “FIG. 2
is a partial view of a cutting head assembly.” Further linking between
drawings and text is provided by part numbers. These part numbers
are referenced in the text — applicants are discouraged by the patent
application guidelines from including words in the drawing (in the case
of the EPO, this is to allow the straightforward reuse of drawings in
translated versions of the patent). For example, for the drawing in the
top row of Figure 5.2, the first part of the corresponding passage from
the description is:

As FIG. 2 shows in detail, each membrane support plate
6 comprises a frame, for example rectangular frame 14
made of profiled tubes or bars. The frame 14 is, in the
case shown, mounted on a support base 15 . . .

List [118] presents the current challenges faced in searching draw-
ings in patents from a patent search professional’s points of view — at
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Fig. 5.2 The nine classes of patent drawing used in CLEF-IP 2011.
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Fig. 5.3 A collage of drawing identification labels from patent drawings (from [75]).

present the majority of drawing-based search is done by manual visual
comparison of the drawings. Adams [7] describes the crucial role that
non-textual information plays in patents. He points out that physical
scale models were required to be submitted with early US patents, and
that the complexity of many inventions is poorly captured by the stack
of black and white cross-section drawings on paper required today.
He argues that it would make sense for patent offices to accept elec-
tronic 3D models and other electronic supplementary material to make
the invention disclosures more intelligible and hence make the patent
searching process more effective. Areas in which the submission of 3D
structural data is useful include: mechanical devices, chemistry, and
biology. Many patent offices already accept or are considering accept-
ing 3D Computer-Aided Design (CAD) models and structural models
with patent applications [194].

5.2 Computer-aided Patent Drawing Retrieval

The search for similar patent drawings is mostly based on references and
the text in the captions. Some work has been done on automatically
linking text in drawings (e.g., figure numbers) to paragraphs in the
patent text [114, 130] to make it easier for a reader to switch between
drawings and their descriptive text.

As described above, patent drawings are in general binary. The
majority of work done on image similarity retrieval focuses on
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photographs, and uses features such as color and texture [48, 177],
which are not applicable to patent drawings in a useful way. Never-
theless, the classic Content-Based Image Retrieval (CBIR) approach
is usually adopted for drawing retrieval systems for patents: a feature
representation is chosen and this is applied to calculate the distance
between all drawings in a patent database, irrespective of the type of
drawing.

Some early work focused on developing feature representations spe-
cific to binary drawings in patents [86, 187]. This early work was how-
ever only tested on small datasets of around 200 drawings. More recent
work on drawing search in patents has been done in the PatExpert37

project [204], in which the PatMedia38 system was developed [174, 201].
A new hierarchical feature representation for the patent drawings was
developed and shown to perform well on a dataset of 2,000 patent draw-
ings, outperforming three earlier methods for binary image retrieval
[219, 137, 210]. The PatViz system for applying visual analytics to
patent search makes use of the PatMedia system for image similarity
calculation [105].

Beyond binary drawings, approaches have been described specif-
ically aimed at design patents [217] and at flower patents [47]. The
latter (patents covering new families or sub-families of flowers) is an
area in the patent domain to which common color and texture-based
image retrieval approaches are applicable due to the use of color photos
of flowers.

A drawback of all published papers on patent drawing retrieval is
the relative small scale of their experiments, not representative of the
huge number of drawings that need to be searched through in the patent
domain. In 2011, for the first time, a patent drawing retrieval task
was offered in CLEF-IP [157]. A total of 23,444 patent documents (in
XML format) from three IPC subclasses were provided to participants
together with their 291,566 image files (i.e., an average of 12.5 images
per patent). The three IPC subclasses were chosen to limit the set of
drawings to a reasonable number, and were chosen based on input from

37 http://www.patexpert.org
38 http://mklab-services.iti.gr/patmedia/
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patent searchers as to which classes often require visual comparison of
drawings to locate prior art. Participants had the choice of using either
visual information, textual information or combined visual and textual
information in the retrieval experiments. As queries, 211 patents (along
with their drawings) were provided. The common CLEF-IP approach
of creating relevance judgments based on citations was followed. Unfor-
tunately only one group, Xerox Research Centre Europe, participated
[45]. As feature representation for the patent drawings, they used the
Fisher vector representation [155]. Experiments were done using image
features only, text features only, and a combination of text and image
features. As is to be expected, the performance of the retrieval using
only image features was poor, giving a best MAP of 0.035. The text-
only runs significantly outperformed the image-only retrieval, produc-
ing a best MAP of 0.203. The fusion of the text and image runs with a
late fusion approach did result in an improved MAP of 0.212, demon-
strating the usefulness of including visual information in the ranking
determination.

5.3 Image Classification

For the work on patent drawing retrieval presented above, a global
image feature representation was chosen for all drawings. However, as
already mentioned in Section 5.1, patents contain different classes of
drawings with different characteristics. It was pointed out in [75] that
a large amount of work on the classes of drawings found in patents
has been done on technical documents in general. This includes work
on technical drawings [188], 2D plots [123], and charts [218]. A more
detailed review of the approaches applied to these drawing types is in
[31]. A promising approach to improve drawing retrieval in patents is
to adapt the analysis and matching to each class of patent drawing,
for example compare flowcharts to each other with a similarity metric
designed for flowcharts.

In order to accomplish this, it is necessary to classify each patent
image by type. Vrochidis et al. [201] do such a classification based on the
text in the drawing captions, but the caption does not always contain
the name of the image class. In order to evaluate the classification
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of patent drawings into classes based on visual information, an image
classification task was organized in CLEF-IP 2011 [157]. The task was
to classify images into the nine classes depicted in Figure 5.2 using only
visual information. As training data, 38,087 images pre-classified into
the nine classes were provided. 1,000 images were later released as test
data. Two groups participated [45, 142], with the best true positive
classification rate obtained being 91%. This was obtained by making
use of the Fisher vector representation mentioned above followed by a
linear classifier.

5.4 Chemical Structure in Patents

Chemical patents, which are of key importance to the pharmaceuti-
cal and agrochemical industries, have to contain information about the
chemical molecules of interest. This information can be represented in a
number of formats. Formats that can be represented by text include the
molecule name, SMILES (Simplified Molecular Input Line Entry Spec-
ification), InChI (International Chemical Identifier), and a connection
table. The structure can also be represented in an image, as shown in
the second row of Figure 5.2 [84]. Chemical structures are made up of
a limited set of symbols, reducing their variability. Therefore, while it
is still challenging to interpret these structures, it is simpler than inter-
preting a mechanical drawing, or even a plot, in which there is much
more flexibility as to the objects depicted [75].

Recently, the extraction of chemical structures from images in
patents has attracted particular interest [54, 195]. To evaluate how
well chemical structure information can be extracted from images, an
Image-to-Structure task was organized in TREC-CHEM 2011 [126].
Overall, all participants correctly recognized over 60% of the structure
images, with the best runs recognizing over 90%.

The difficulty in interpreting chemical structures lies more in map-
ping the discovered structure to known compounds, or to other, sim-
ilar representations of the same compound. These techniques are an
important component of chemoinformatics which is “concerned with
the application of computational methods to tackle chemical problems,
with particular emphasis on the manipulation of chemical structure
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information” [111]. This process can be assisted by information present
in the text. In fact, the chemical domain is to a large extent a privileged
domain in terms of the resources that patent searchers have at their
disposal. The advantage of searchers in this domain is the long history
and practice of chemical retrieval. The importance of chemistry in all
aspects of human life led to the appearance, over 50 years ago, of a
manually created index, which is now part of the Chemical Abstracts
Service (CAS).39 Efforts on making this process automatic have also
been extensive [99].

More recently, Klinger and his colleagues at Fraunhofer SCAI
explored the detection of chemical formulae in text using Conditional
Random Fields (CRF) [104], and then the same research group used
it successfully in the TREC-CHEM campaign [71, 72, 73]. The results
show that using the chemical entities in the retrieval process always
improves results. They do not say, however, what was the effectiveness
of the entity recognition process. We may assume that it was similar to
the one on scientific articles, since that study [104] briefly mentioned a
smaller test on a hand-selected collection of patents. But even Klinger
and his colleagues were surprised at the apparent small loss in F1 val-
ues, given that scientific articles and patents still present some con-
siderable distinctions in terms of presence of chemical and biomedical
entities [144].

As Klinger before, Grego et al. [70] use CRF on a patent collection
consisting of European patents, with manual annotations as the gold
standard. They also use Oscar3, a general purpose chemical informa-
tion extraction engine developed in the Peter Murray-Rust group in
Cambridge.40 They show lower F1 scores than Klinger, to some extent
confirming our expectation that the patent corpus is more difficult. The
comparison cannot be made conclusively, since they looked for partially
different forms of entities (Klinger et al. looked exclusively at IUPAC
names, while Grego et al. at more general chemical entities), and they
have slightly different definitions of what a match is (particularly with
respect to partial matches).

39 http://www.cas.org/
40 http://www-pmr.ch.cam.ac.uk/wiki/Oscar3
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The systems presented so far do not approach the patent collection
any differently from the scientific articles. Some fine-tuning of these
methods may be needed for the patent domain, but the difference lies
mainly after the entity recognition phase, in the search and use of the
so-found entities. Chemical patent search requires the system to allow
for partial structures in the queries. This is for two reasons: First,
because patents, in their desire to cover as many structures as possible,
use a form of regular expressions for the patent domain — Markush
structures [25, 26] — to represent possibly infinite sets of chemical
formulae. Second, because innovation is never totally new, especially
in a field as old as chemistry, and therefore there may always be a set of
sub-structures that would be easy to combine to invalidate the novelty
of a new structure. An excellent overview of these issues has recently
been written by Holliday and Willet [84].

5.5 Summary

The use of non-text information in patent IR has received relatively
little attention. Image retrieval systems that have been developed for
patents have tended to process each drawing in the same way, regardless
of its content. A promising route to improving patent drawing retrieval
is to make use of the work that has been done on figure analysis and
retrieval for specific types of figures in technical documents. This will
require that a pre-classification by type of the patent drawings be done,
but good results in the CLEF-IP 2011 drawing classification task have
shown that this is feasible. As this task used only visual features from
the drawings, adding text from the drawing captions has the potential
to improve the drawing type classification further. For drawings such as
circuit diagrams, chemical structures and flowcharts, which are built on
a limited vocabulary of symbols, automatically extracting the “mean-
ing” of the drawing is feasible. However, in many cases, it is extremely
difficult to automatically extract the complex semantic concepts repre-
sented from the abstract drawings available as 2-bit depth bitmaps in
patents.

In the chemical domain, advantage can be taken of the large amount
of work done in the area of cheminformatics. However, beyond the
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general problems of chemical information processing and retrieval,
the patent domain introduces here a form of regular expressions —
Markush structures — designed to cover many (potentially infinite)
compounds with similar functionality. Calculating similarity based on
these structures can be a computationally expensive task.

Until now, the separate modalities in the patents have generally
been retrieved separately. For example, individual images are retrieved
from multiple patents based only on image similarity. Taking both infor-
mation about text and images into account by modality fusion in the
retrieval has produced promising results in the CLEF-IP 2011 evalua-
tion. There remains much research to be done on multimodal retrieval
of patents. In particular, a representation for all of the modalities of
a patent that would allow similarity to be calculated at patent level
should be developed. The importance of the various modalities in cal-
culating patent similarity and how this changes with respect to query
and search type should also be investigated.

The potentially increasing use of digital 3D models in patents will
require the use of methods for retrieving such models based on their
content. A recent survey of these methods is available in [184].



6
Conclusions

This survey serves two purposes. First, it reviews the work already
done in the field of patent IR. Second, it introduces the specificities
and peculiarities of this domain to IR researchers looking for a new
challenge for their methods and algorithms.

We have covered as much as possible of the research focused on
patent data, and provided the reader with a reference guide for the dif-
ferent aspects of this domain. We have naturally focused on Information
Retrieval issues, but touched on other aspects related to information
management, such as classification, information extraction, and visual-
ization. We did not cover business aspects of patent research, such as
those aiming to evaluate patents and patent portfolios.

In the end, we observe, without surprise, that systems that perform
well on general IR test data also perform well on patent data, in relative
terms. In absolute values, they all perform apparently less well on the
patent data. Such values cannot be directly compared, but practice and
the experience of professional searchers corroborate such a tentative
conclusion. The lower effectiveness figures are, on the one hand, the
result of the genre and domain of patent documents. On the other hand,
they are also a result of the very specific use cases on which they are
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evaluated. In practice, several other factors than topical relevance are
considered, particularly in such specific searches as validity or patent
landscape search.

For such use cases, a combination of metadata analysis, information
extraction and ontologies (including classifications) are used to boost
effectiveness scores. Such explicit semantic methods are particularly
interesting because they have the potential to assist the user in evalu-
ating the risk present in each search, in a similar way to what Boolean
search is now doing (i.e., providing visible proof of why a document
has been retrieved). While evaluation campaigns are excellent at pre-
dicting average performance of many queries, the patent professional
needs guarantees on each individual search result, and often the best
guarantee is an understanding of the limits of the search system.

The case of image search and processing for the patent domain is
particularly difficult. While for text there are a number of options that
have been explored and which show promising results, the semantic
gap between the 2-bit color depth abstract drawings and the complex
concepts they depict is still extremely large. Only in certain specific
cases, like chemical structure images, has some progress been made.

6.1 Adoption of IR Technologies

Based on the current survey, we can see a large increase in the pro-
duction of research results using patent data, and in addressing patent
search issues. To what extent these results are adopted by the indus-
try and incorporated in end-products is unclear. Certainly, there are
economic and business reasons that lead to the adoption by a certain
provider of a particular technology. There is however a more signif-
icant issue which surfaced repeatedly in our discussions with patent
professionals: the searcher’s professional success relies on the search
system. With existing systems, the searcher is, through practice and
experience, able to understand their weak points and compensate. This
is for instance the attractiveness of Boolean search results: the rea-
sons for the presence or absence of documents in the search results
are easy to understand, and the results can therefore be calibrated
through professional experience. The IR engines present in academia
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have demonstrated their performance improvements over the long term
(through averages over many queries), but are difficult to debug for any
individual query.

Another aspect which is not necessarily viewed with great enthusi-
asm by the professional searcher is the lack of repeatability of results.
A Boolean system will return the same set of documents when the
collection changes (plus or minus the documents changed). A modern
IR system will return mostly the same documents, but its capacity to
adapt the term weights and the similarity function makes it such that
the result is not guaranteed to be the same. Professional searchers are,
in some cases, liable for the quality of their search and they might need
to show that a previous search did not produce a particular document.
Modern IR systems (as opposed to IR engines) need to cater to this
need as well.

6.2 Trends in Patent IR

We have hinted already at interesting issues to focus on for future
research and development. Let us now put them in a list. They are the
result of going through the many papers covered in this review, but also
of the many interactions we have had with patent searchers from differ-
ent companies or patent offices, and of following discussions in patent
search fora. We have tried to order the issues directly proportional
to our perception of their importance for the domain, and inversely
proportional to the amount of research already carried out, but this
is still our subjective ranking. This should not be taken to imply
that further study in all of the issues mentioned in this survey is not
important.

Information Fusion. The information available in one patent docu-
ment is multilingual and multimodal. The professional searcher adapts
to this situation by using several different tools (or simply going man-
ually through sets of patents to identify images of interest). Our initial
attempt to encourage the combination of these two domains by propos-
ing a task at CLEF-IP 2011 [157] showed that there are extremely few
research groups able to tackle this challenging task. More considera-
tion of non-textual information combined with textual information is
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therefore needed. The general research question in this case would be:
Is it possible and useful to treat all of the components (text, image,
metadata, etc.) of a patent document as a single entity in the similar-
ity calculation, instead of, for instance, calculating similarity of single
images?

Two refinements of this information fusion issue deserve special
mention. First, we remember from Section 5 that not all images are
equal in this domain, and that similarity must take into account the
specificities of these different types if it is to be of significant use. Sec-
ond, while the use of citations and other metadata is mentioned in
several works and discussed here, it is unclear from these initial studies
whether their use has already been optimized, or if there is still space
to optimize further.

Federated Search. As opposed to the previous issue, where the
research problem assumes availability of all data in one site, the prac-
tice of patent search often requires searching in different databases. In
most cases, such databases cannot be merged (perhaps less for technical
than for policy or commercial reasons). There is a significant amount
of work in distributed IR, but its application to the patent domain is
not very visible. Some issues which may require special attention when
adapting to this domain are: the different genres of the patent doc-
uments versus the non-patent literature and the links between these
databases (i.e., citations from one collection to another).

User Modeling. Precisely understanding the needs of the user and
the processes that he/she goes through to satisfy those needs is gener-
ally important for IR. An effort to model the patent searcher is already
undergoing in the context of the PROMISE project mentioned in pre-
vious sections. Based on this experience, we can say that there is still
a substantial amount of work to be done in this sense.

User Interfaces and Collaborative Search. Based on the current
understanding of the search processes, and that which will still be devel-
oped in the future, better interfaces should be designed. The amount
of work available in this sense is particularly limited, because the vast
majority of systems used by professional searchers are commercial sys-
tems, and, as discussed, their evaluation is generally done via very
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narrow examples. An exhaustive study in this sense would be highly
desirable, to complement effectiveness evaluation campaigns such as
CLEF, TREC, or NTCIR.

In some cases, the interfaces must allow for several users to collab-
orate on a search. Particularly in cases of very high importance to a
company, it is not uncommon for an information specialist to collab-
orate with a domain specialist (a chemist, for instance) and a lawyer
specialised in a particular jurisdiction. How exactly to optimize this
process is largely unclear.

Unit of retrival. Finally, we should not forget that patent search is
also about assisting the searcher in understanding a domain or a doc-
ument. In addition to document retrieval, identifying important para-
graphs within each document, as well as important concepts and their
links is still an issue in patent search, again due to the complexity of
the documents to be processed.
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Notations and Acronyms

ANC American National Corpus
BNC British National Corpus

CLEF Cross-Language Evaluation Forum
CLEF-IP CLEF Intellectual Property Track

CLIR Cross-Language Information Retrieval
CPC Cooperative Patent Classification
CRF Conditional Random Field

DF Document Frequency
DLSI Differential Latent Semantic Indexing

ECLA European Classification System
EPO European Patent Office

FI File Index (JPO classification scheme)
IDF Inverse Document Frequency
IPC International Patent Classification

IP Intellectual Property
IP5 The Five IP Offices
IR Information Retrieval

ISR International Search Report
JPO Japan Patent Office
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82 Notations and Acronyms

KCCA Kernel Canonical Correlation Analysis
KIPO Korean Intellectual Property Office
kNN k-Nearest Neighbor
LM Language Model
LSI Latent Semantic Indexing

MAP Mean Average Precision
MAREC Matrixware Research Collection

MRR Mean Reciprocal Rank
nDCG normalized Discounted Cumulative Gain

NII National Institute of Informatics (Japan)
NLP Natural Language Processing
NP Noun Phrase

NTCIR NII Test Collection for IR Systems
OCR Optical Character Recognition
PM Probabilistic Model

PRF Pseudo-Relevance Feedback
PROMISE Participative Research labOratory for

Multimedia and Multilingual Information
Systems Evaluation

SIPO State Intellectual Property Office of the People’s
Republic of China

SMT Statistical Machine Translation
SVM Support Vector Machine

TF Term Frequency
TREC Text Retrieval Conference

TREC-CHEM TREC Chemical IR Track
TS Technology Survey

USPC United States Patent Classification
USPTO United States Patent and Trademark Office

VSM Vector Space Model
WIPO World Intellectual Property Organization
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M. Gäde, V. Petras, S. Rietberger, M. Braschler, and R. Berendsen, “Deliv-
erable 2.2 revised specification of the evaluation tasks,” Technical Report,
PROMISE Network of Excellence, 2012.

[95] C. Jochim, C. Lioma, and H. Schütze, “Expanding queries with term and
phrase translations in patent retrieval,” in Multidisciplinary Information
Retrieval, Springer, pp. 16–29, 2011.

[96] H. Joho and M. Sanderson, “Document frequency and term specificity,” in
RIAO: Large Scale Semantic Access to Content (Text, Image, Video, and
Sound), 2007.

[97] N. Kando and M.-K. Leong, “Workshop on patent retrieval (SIGIR 2000 work-
shop report),” SIGIR Forum, vol. 34, pp. 28–30, 2000.

[98] I.-S. Kang, S.-H. Na, J. Kim, and J.-H. Lee, “Cluster-based patent retrieval,”
Information Processing and Management, vol. 43, pp. 1173–1182, September
2007.

[99] N. Kemp and M. Lynch, “Extraction of information from text of chemical
patents. 1. identification of specific chemical names,” Journal of Chemical
Information and Computer Sciences, vol. 38, 1998.

[100] Y. Kim, J. Seo, and W. B. Croft, “Automatic Boolean query suggestion for
professional search,” in Proceedings of International ACM SIGIR Conference
on Research and Development in Information Retrieval, pp. 825–834, 2011.



90 References

[101] K. Kishida, “Pseudo relevance feedback method based on Taylor expansion
of retrieval function in NTCIR-3 patent retrieval task,” in Proceedings of the
ACL Workshop on Patent Corpus Processing, 2003.

[102] K. Kishida, K.-H. Chen, S. Lee, H.-H. Chen, N. Kando, K. Kuriyama, S. H.
Myaeng, and K. Eguchi, “Cross-lingual information retrieval (CLIR) task at
the NTCIR workshop 3,” SIGIR Forum, vol. 38, pp. 17–20, July 2004.

[103] I. Klampanos, H. Azzam, and T. Roelleke, “A case for probabilistic logic for
scalable patent retrieval,” in Proceedings of Workshop on Patent Information
Retrieval, 2009.
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