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Abstract

The growing availability of data in electronic form, the expansion of
the World Wide Web (WWW) and the accessibility of computational
methods for large-scale data processing have allowed researchers in
Information Retrieval (IR) to design systems which can effectively and
efficiently constrain search within the boundaries given by context,
thus transforming classical search into contextual search. Because of
the constraints imposed by context, contextual search better focuses
on the user’s relevance and improves retrieval performance, since the
out-of-context aspects of the search carried out by users that are likely
linked to irrelevant documents are left apart.

This survey introduces contextual search within a computational
framework based on contextual variables, contextual factors and
statistical models. The framework adopted in this survey considers
the data observable from the real world entities participating in
contextual searchandclassifies themaswhatwe call contextual variables.
The contextual variables considered are content, geotemporal,
interaction, and social variables. Moreover, we distinguish between



contextual variables and contextual factor: the former is what can be
observed, the latter is what cannot be observed, yet this is the factor
affecting the user’s relevance assessment. Therefore, in this survey, we
describe how statistical models can process contextual variables to infer
the contextual factors underlying the current search context.

In this survey we provide a background to the subject by: placing it
among other surveys on relevance, interaction, context, and behavior;
providing the description of the contextual variables used for imple-
menting the statistical models which represent and predict relevance
and contextual factors; citing and surveying useful publications to
the reader for further examination; providing an overview of the
evaluation methodologies and findings relevant to this subject; and
briefly describing some implementations of contextual search tools.



1
Introduction

Context: from Latin contextus, where con stands for
“together” and texere stands for “to weave”.

Oxford Dictionary

1.1 Motivation of this Survey

Many researchers with various backgrounds believe that context can
enhance the user’s experience and improve the system’s effectiveness
of search. In so doing, they frame Information Retrieval (IR) within
the more general notion of contextual search, although from differ-
ing viewpoints. The different perspectives at which context has been
viewed have led to definitions of context with different potential of
implementation.

At one extreme, context can be defined as the circumstances that
form the setting for an event, statement, or idea, and in terms of which
it can be fully understood and assessed. From this perspective, some
publications relevant to contextual search are being written mostly
from an information seeking and retrieval point of view. Although such
a point of view is rooted in strategically important disciplines like user
behavior, cognition or human interaction, it cannot fully help see how to
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260 Introduction

proceed with what should be observed and computed for implementing
context within an IR system. At the other extreme, context can be
viewed as the parts of something written or spoken that immediately
precede and follow a word or passage and clarify its meaning.

These two extreme perspectives clearly differ in their potential of
implementation. While the definition of context in terms of events and
settings cannot obviously be utilized for designing algorithms and data
structures, the definition of context as a text window around a word
is easier to implement and is strictly related to the nature of text and
is part of common sense. However, this view is quite reductive and
considers only one of the ways context occurs.

From one extreme to the other, computational approaches to con-
textual search followed one another, ranging from sophisticated and
computationally expensive approaches to more simple and efficient
ones, but each one of them has been useful for writing this survey.

1.2 Definitions and Scope of the Survey

A variable is any observable value that is liable to change. Variables
can be: qualitative or quantitative; ordinal or not; if ordinal, cardinal
or not; if cardinal, integer or not; and so on. When the variables are
random, they change according to a probability distribution in such a
way that its observation value occurs with a given probability. Such
a characterization allows inference to be made on estimation and pre-
diction of potential relationships between variables in such a way that
the variation of some independent variables determines the variation of
some dependent variables.

A contextual factor is any unobservable circumstance or fact of search
such as query intent, personal interest and document quality, which
affects relevance. We concentrate on three contextual factors: query
intent, personal interest, and document quality. (The contextual factors
are illustrated in Sections 2, 3, and 4.)

Query intent refers to the objectives of the user who issued the
query. In this situation, a query is viewed as a means to accomplish a
task such as “dissertation writing,” “finding a resource,” “bibliography
compilation” and a query intent is an objective to be achieved in order
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to accomplish the task. Intent is a property of a query and is not
necessarily tied to a user in the way a personal interest is.

Personal interest in general refers to the user’s state of wanting to
know or learn about a thing, a person or an event. An interest is an
information need that has the quality of sparking curiosity or holding
the user’s attention, and may be viewed as a property of an information
need that makes the information need crucial to the user.

Document quality refers to the property of a document that is able
to be trusted as being up-to-date, authoritative, exhaustive, accurate,
reliable, and clear. A high-quality document is considered to be the
best of its kind and unlikely to be improved upon.

A contextual variable is any set of variables dependent on contextual
factors. This survey classifies the contextual variables observed by the
realworld entities participating in contextual searchas: content variables,
interaction variables, geographical variables, and social variables. These
contextual variables are introduced in Section 1.3.

A statistical model is a a set of computable mathematical rules
defined over a set of variables or factors for example height and
weight are related in a way that they can be plotted as points along
a straight line, or the frequency of a term within a document and
relevance assessment are related in a way that the higher the fre-
quency, the more likely the document is relevant. In this survey, the
rules of a statistical model express computable relationships between
contextual variables and contextual factors.

The denotation of context in this survey is thus essentially com-
putational and allows us to introduce a computational framework of
contextual search summarized by the following

Definition 1.1. Context is represented as a set of contextual vari-
ables and contextual factors weaved together by statistical models of
estimation and prediction.

An objective of this survey is to inform the reader which
contextual variables, contextual factors, and statistical models have
been utilized in the literature to represent context by means of a
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computer system and therefore which of these provide some useful hints
about what to use to extend a traditional IR system toward context.

The definitions of contextual variable and contextual factor point out
two main aspects: observability and dependence. Observability is a nec-
essary condition of the meaning of context in this survey, that is, con-
text can be operationalized as variables and can therefore be exploited
in search only if some variables can be defined and observed; context
implementations not referred to as variables are not considered in this
survey. A basic example is standard IR: index term occurrence is a
contextual variable observed from the document content, in contrast,
aboutness is a contextual factor affecting relevance and cannotdirectly be
observed.

Dependence is between contextual factors, relevance, and variables.
Research in IR often assumes that a variation of contextual factors
reflects upon a variation of the contextual variables. The relation-
ship posited between personal interest and term frequency is an
example of the relationship between a contextual variable and a
contextual factor; term frequency may increase in a document if this
document becomes interesting for a user. Therefore, if some vari-
ations of the contextual variables are observed, a variation of the
contextual factor is likely to have occurred; for example, if term fre-
quency is higher in a document than in another document, the former
is more likely interesting than the latter.

In the computational framework presented in this survey, attention
is also paid to discovering the contextual factors that affect relevance
assessments. Thus, a variation of relevance assessment is due to a vari-
ation of the contextual factors; for example, if query intent is viewed as
contextual factor and term frequency is a contextual variable, a varia-
tion of frequency may result from a variation of query intent which in
turn affects relevance.

Another feature of this survey is the attention paid to statistical
models. The statistical models mentioned in this survey provide some
advantages in illustrating context. They allow researchers to implement
context because these models are suitable for estimating and predict-
ing context starting from the variables observed in objects. Another
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advantage is of a computational nature. Most of the statistical models
scale up when the size of data available from the user’s environment,
social network, and personal dimension increases by hundred-fold, thus
keeping high levels of effectiveness and efficiency. Everyone prefers com-
putationally efficient approaches to search in context; however, com-
putational efficiency is not a feature of every one of the approaches
(e.g., those arising from Artificial Intelligence), despite the computa-
tional potential that makes contextual variable implementation more
unbridged than in the past.

A computational framework for contextual search like that described
in this survey may resemble classical modeling in noncontextual search in
which the “best” model is selected for optimizing effectiveness. We think
that this approach is not constrictive since in the past there have defi-
nitely been statistical models for contextual search that resulted in signif-
icant improvements in IR systems. We do not claim that a computational
approach is the only approach to explaining contextual search, but we do
claim that it is the best approach formaking contextual variables useable;
relevance feedback is an example of a computational approach to contex-
tual search thoroughly investigated in the past.

Although (or maybe precisely because) investigated and employed
for a long time, relevance feedback is still crucial in contextual search,
since it mainly relies on content variables and in particular on doc-
ument content. Indeed, relevance feedback has recently been reeval-
uated and experimented with huge test collections and very short
noisy queries through initiatives such as the relevance feedback track
of TREC. However, despite it being relevant, explicit or pseudo-
relevance feedback is not addressed in this survey because our focus
is on recent developments of contextual search while there are already
surveys of relevance feedback and query expansion.

In contrast, implicit relevance feedback is the backbone of the incor-
poration of behavior in contextual search. The research conducted
within implicit relevance feedback has aimed to use the contextual
information generated during the interaction between the user and
information as implicit evidence of relevance. Hence, a key ques-
tion is whether implicit relevance feedback can effectively be used in
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contextual search systems in comparison with traditional content-based
ranking functions or more advanced yet well experimented methods
such as anchor text or link analysis algorithms.

As it happens, contextual search is not relevant only to IR, of
course, but to other research areas too with which they interact yet
they seem rather distant from IR. Examples are Psychology, Mobile
Communication, Electronic Commerce, Nomadic Computing, Human
Computer Interaction. All these subjects are relevant to this survey
although they cannot be looked at thoroughly because the topic of this
survey is already vast enough. A few things that are on the side of the
context of a document and are not the primary focus are: temporal
context (e.g., two e-mail messages sent right after the same event);
storage context (e.g., two documents found in the same file system
folder); conversational context (e.g., one e-mail message is a reply to
another).

1.3 Contextual Variables

This survey considers four types of contextual variables: content, geo-
graphical, interaction, and social variables.

Content variables refer to the informative content and relationships
of queries and documents. The data are content features observed from
text, image, video, audio; link anchors; layout; genre; lexical properties
(e.g., part-of-speech tags); user’s tags (e.g., image tags or file names);
category labels (e.g., Wikipedia category labels); demographic labels
(e.g., authorship) and anything used to describe informative contents
or to enrich information need representations.

Geographical variables are any variable with the state of existing
within or having some relationship with space location. Examples are
geographical names added to documents or queries, digital photographs
tagged with geographical coordinates, typically the latitude and longi-
tude of the space location perhaps associated to a user.

Interaction variables are observed over time during the inter-
action between users and IR systems. (Geographical variables are
not necessarily referred to a user.) These variables are for exam-
ple: click-through data; data about queries or search sessions; user
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judgments or assessments; user behavior data (e.g., document reten-
tion, display time, eye or mouse movements).

Social variables refer to user communities or groups and are
observed for example from: “tweets”; social connections (e.g., friend-
ship); hyperlinks (e.g., a link between two WWW pages).

1.3.1 Content Variables

Content is a contextual variable exploited in contextual search to decide
whether an additional or special action that is different from time to
time should be performed by an IR system when the user is interacting
with the informative content managed by the system for meeting his
information needs. Content variables can be observed from the docu-
ments of a collection, search engine result pages, queries, or from parts
of them such as windows, fragments, and passages.

The main medium addressed in the literature of this survey is text.
It is perhaps the richest source of evidence for predicting context since
text is an expression of natural language, that is, the main means used
by humans to communicate information and needs. Text can easily be
managed because words or terms can be suggested to the user who in
turn can understand them by leveraging common cognitive abilities and
feed data back into the system: positive words represent what items the
user would like to retrieve; negative words indicate what the user does
not want; neutral words are not good indicators of her information
needs. We are not dealing with multi-lingual text IR; the literature
utilized in this survey refers to the English language only.

1.3.2 Geographical Variables

In our view, geographical variables are observed and are instru-
mental for detecting contextual factors such as query intent and
personal interests. Geographical variables differ from other variables
due to the intents underlying the queries referring to geographical
information. However, they raise issues similar to the issues raised
by natural language processing. In particular, when geographical
variables are names, the issues are: name or reference detection,
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name disambiguation, name clustering, linking or association, name
weighting, and document ranking.

Our use of geographical variables complements the view of geogra-
phy as a relevance factor; for example, Raper [143] defines geographical
information needs based on cognitive and geographic criteria and
argues that geographic relevance is best defined as a spatio-temporally
extended relation between geographic information needs and geo-
graphic documents.

1.3.3 Interaction Variables

Whenever users have difficulty in expressing their information needs,
contextual variables based on interaction are precious because an IR
system can be enabled to automatically deduce a user’s interest based
on the data generated during the interactions with the system. Indeed,
the data observed over time during the interaction of the user with
a contextual search system form an interaction history where history
also means “finding out.” Thus, the value of interaction variables is not
only the individual pieces of content, but their organization within a
coherent stream of data — it is the observation of these pieces together
which makes history valuable; for example, if the user has requested
some documents recently, it is likely that the user is in a given context,
and the retrieved documents can form the basis of supervised learning
for the user’s preferences because of recency and not only because of
the amount of data.

When the interaction data employed for estimation are very close
in time to the user’s actions, the estimated models are more closely
related to the user than the models that would be estimated with the
farthest data in time. The data employed for estimation are very close
in time to the user’s actions when, for instance, it is of interest to the
contextual search system to recognize the correct query sense or intent
of the user. On the other hand, implicit relevance feedback informa-
tion collected over a long period of time is less likely to be very useful
for predicting the individual’s interests than the immediate search con-
text and feedback information; they may be useful for predicting the
interests of a group.
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1.3.4 Social Variables

What a user either directly or indirectly learns from or teaches to the
communities is a crucial contextual variable because human relation-
ships are at the basis of many conditions. Hence, it is not surprising that
quite an appreciable proportion of the literature on contextual search
addresses the issues of the social dimensions of the users. Community is
meant in a broad sense and is not confined to social networks or similar
user organizations; the same algorithms can make the social variables
observed from any user community a useable source of evidence for
contextual search.

In this survey, we consider some cases of community behaviors where
members participate in a collective activity and unwittingly collaborate
to build collective knowledge. These kinds of community behaviors dif-
fer in the degree to which a member is aware of belonging to a commu-
nity. For example, the users tagging resources are often aware of their
membership to a community (e.g., they log into a system) whereas
the users clicking ads are not aware that their clicks are collected and
exploited for boosting ad ranking. What the various kinds of commu-
nity behaviors have in common is that they leverage the (large) size of
the communities involved in a way that the large quantity of observed
data can be exploited to estimate parameters and discover patterns
useful for implementing contextual search.

In IR and related disciplines there have already been research works
that to a certain extent investigate how members of a community inter-
act, perhaps indirectly, to building knowledge that is further exploited
by the community (the link analysis methods addressed in this sec-
tion are an example and the earlier bibliometrics is another notable
example).

Numerous papers addressing social variables as contextual variables
are based on link analysis algorithms since a graph is a natural way to
represent a community; nodes are members and edges are relation-
ships between members. However, in this survey, we not only address
link analysis but also address other statistical models suited to mining
useful information from community contextual variables. To this end,
we are drawing the reader’s attention to a couple of social variables,
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that is, “tweets” and tags, which can efficiently provide useful informa-
tion about the context on a large scale.

Another research area is known as digital annotation systems.
Annotations affixed to digital documents is a little more recent than
bibliometrics because the use and production of the digital documents
has grown since the 1980s at the earliest; Agosti et al. [5] introduced
digital annotation systems. However, since their advent their use is
still limited, thus making the exploitation of these data for contextual
search through statistical methods difficult. We focus on two types of
annotation (ESP games and “tweets”) that in contrast to “traditional”
annotation affixed to digital documents stimulate the implementation
of large scale statistical methods for contextual search.

1.4 Historical Background

In this section we provide a background to contextual search by: placing
the subject among other surveys on relevance, interaction, context, and
behavior; citing and surveying useful publications to the reader for
further examination.

Before the relatively renowned and growing interest in contextual
search viewed in the recent literature of IR, context had been on the
scene, or perhaps better stated behind the scenes, for many years (per-
haps for decades) as the IR literature since the 1970s shows. As the
literature is by now quite vast, we can distill only some aspects and
issues and cannot be more exhaustive than the publications already
available on this topic.

This section is then devoted to providing a summary of and the ref-
erences to the publications in which contextual search has been thor-
oughly considered. These publications may provide the reader with
complementary information, and give a background to this survey.
In particular, this section draws the reader’s attention to the papers
by Belkin et al. [18]; Ingwersen and Järvelin [78]; Mizzaro [131];
Ruthven [149]; Saracevic [152]; Spink [159].

1.4.1 Relevance

Because users of an IR system assess whether a document is relevant
in a context, context has been a crucial aspect of relevance for decades.
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Hence, relevance is intrinsically dependent on context. Due to the com-
plexity of context and relevance, the most common IR models are a
mere simplification of the reality in which users are called on to assess
the relevance of documents to their information needs.

If the items of a context are gathered together, a sort of relation
is obtained; actually, a mathematical relation as it is intended by a
DBMS. Saracevic [153, p. 1918] suggested an understanding of rele-
vance as a relation. According to this understanding, relevance is a
relation over information objects and contexts which include informa-
tion needs, tasks, and other elements. In Saracevic’s review, context is
an element of relevance (“Relevance has a context”) and it is viewed
as a complex, dynamic “interaction between a number of external and
internal aspects, from a physical situation to cognitive and affective
states, to motivations and beliefs, to situations, and back to feedback
and resolution.” Context is “ambiguous, even amorphous” and at most
“context is a plural.”

In the review of relevance authored by Mizzaro [131], context
“includes everything not pertaining to topic and task, but however
affecting the way the search takes place and the evaluation of results.”
This definition suggests the view that the user has some context that
is not stated in the query but which we could nonetheless model.
Mizzaro’s paper also cites literature relevant to context introduced as
a factor, component or container of the content, user, task, and so on.

1.4.2 Anomalous State of Knowledge

The Anomalous State of Knowledge (ASK) by Belkin et al. is another
useful element for understanding contextual search. The first part of
the paper reported by Belkin et al. [18] introduces the ASK hypothesis
stating “that an information need arises from a recognized anomaly
in the user’s state of knowledge concerning some topic or situation
and that, in general, the user is unable to specify precisely what is
needed to resolve that anomaly” [18, p. 62]; the second part reported
by Belkin et al. [19] describes an experiment. The information need
of the ASK hypothesis stems from a “topic or situation” which might
better be named as problematic situation or task. In the words of Belkin
et al., “the user, faced with a problem, recognizes that her/his state of
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knowledge is inadequate for resolving that problem, and decides that
obtaining information about the problem area and its circumstances is
an appropriate means toward its resolution.”

When the ASK hypothesis is valid, the user is unable to make
his information need explicit because what he would be asked to say
is precisely what he does not know. A consequence of this impossi-
bility which is relevant to this survey is that, to address the ASK,
an IR system should be interactive and iterative, thus calling into
play various contextual factors such as query intents, personal inter-
ests, and document qualities. Sometimes, the combination of different
contextual variables leads to concept networks. Belkin et al. [18, p. 68]
defined concept networks as networks of inter-related documents and
named them as “formal context.” Such a network becomes a descrip-
tion of context and at the same time a source of evidence from which
data can be observed to represent context. Networks of concepts have
been further elaborated in Agosti et al.[4] within the most naturally
interactive system, that is, hypermedia systems.

1.4.3 Interactive Information Retrieval

Ingwersen and Järvelin [78] introduced the Integrated Cognitive
Research Framework for IR. The components of this framework are:
information objects (e.g., documents); the IT component (e.g., search
engines); the interface (e.g., WWW clients); the cognitive actor (e.g.,
the user); the socio-cultural and organizational context (e.g., the work-
place or the community). Between the components, which are depicted
in Figure 1.1, there are influence or exchange relationships depicted
as unidirectional and bidirectional arrows, respectively, and there
are solid or dashed unidirectional arrows corresponding to influence
and influence over time, respectively. Within the Integrated Cogni-
tive Research Framework for IR, the definition of context suggested
in Ingwersen and Järvelin [78] becomes: “in information seeking and
retrieval actors and objects [are] associated with each component of
the cognitive information seeking and retrieval framework function as
context for their own elementary cognitive structures (intra-object con-
text), as context to one another (inter-object context), and in context of
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Fig. 1.1 Ingwersen and Järvelin [78]’s Integrated Cognitive Research Framework for IR.

the interaction processes between framework components, which them-
selves are contextual to each other. In the latter case one may talk
about social/organization/cultural as well as systemic contexts. The
context of interactive IR processes ranges from algorithmic IR pro-
cesses in context of interactive IR as well as information seeking pro-
cesses to information behavior. All information seeking and retrieval
components and activities are in context of common social, physical
and technological infra-structures as well as their history over time.”

As it happens, circumscribing a notion like that of context to some-
thing simpler and perhaps simplicistic makes its implementation easier
or more understandable than general or perhaps vague definitions. An
example is a user interface-oriented notion of context which would help
visualize the different components of Ingwersen and Järvelin’s frame-
work. Ruthven [148] gives a user interface-oriented notion and states
that “Our ideas on context (from both a soft and hard laboratory
perspective) often manifest themselves at the interface.” Lalmas [106]
adopted this definition.

Ruthven [149] some years later provides another definition: context
is “a complex set of variables describing our intentions, our personal
characteristics, the data and systems available for searching, and our
physical, social and organizational environments” or it is also thought
as the fact that “personal [context] information can cover any informa-
tion that we have experienced (such as webpages we have visited), infor-
mation that we have received (such as email) or information that we
have created (such as documents or images). [. . .] [T]he range of contex-
tual factors that might be important is vast ranging from age, physical
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and cognitive ability (which may require altering the presentation of
search results as well as the selection of results), learning styles, edu-
cation level, or mood of searcher. The most common personal context
investigated so far is the searchers topical search interests, particularly
through applications of information filtering.”

To personal context, we may add social context, which is somehow
related yet independent of other contexts since it is about “how people
use systems and for what purposes. We can mine this information —
the context of use — for many purposes including filtering information
to obtain better search results” according to Ruthven [149]. From this
point of view task is the information problem, for example, finding
a holiday destination, writing an essay, giving a lecture, which is the
reason why the user expresses his information need through queries,
browsing, clicking, etc. Thus, task context covers any information that
describes the user’s problem and that makes relevance, usefulness or
authoritativeness of documents dependent on the task, with all the
other variables being equal.

Space–time reality is perhaps the most intuitive and common set-
ting where we experience context. Thus, it is quite straightforward to
define physical context as the container of important data for provid-
ing situationally relevant information (e.g., GPS coordinates or time).
Similarly, environmental context relates to any information about the
type of location where the user’s search takes place (e.g., whether the
user is in a public place, the weather is nice, the roads are congested)
according to Ruthven [149].

Contextual search can barely be separated not only from IR and
information seeking and retrieval but also from the notion of human
information behavior defined by Spink [159] as follows: human informa-
tion behavior “refers to a wide range of processes which people employ
when engaged with information and to related cognitive and social
states and effects”. In a sense, human information behavior studies
are orthogonal to ASK, IR and information seeking and retrieval since
they aim at understanding how and why the users interact with infor-
mation when this information is contained in documents or queries.
Spink in particular is interested in the user’s behavior during the
formulation of the ASK. She defines information seeking and retrieval
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as “one sub-process within human information behavior that includes
the purposive seeking of information in relation to” an ASK because
information seeking and retrieval starts when an ASK has been
recognized, continues when relevance assessments have been observed
and ends when the ASK has been solved. From this description it is
then clear that information seeking and retrieval is as highly dependent
on context as human information behavior is. The remarks made by
Spink [159] about human information behavior within communities and
the personal dimension are relevant to this survey.

1.5 Concluding Remarks and Suggestions

The computational framework underlying contextual factors, con-
textual variables, and statistical models is the main conceptual
contribution of this survey. Other researchers are allowed to place
other contextual factors, contextual variables and statistical models in
this framework, thus preserving the overall consistency of the illustra-
tion of contextual search proposed in this survey. Some results illus-
trated in the remaining sections may well be placed in more than one
contextual factor (e.g., understanding the intent of a given user may be
placed in Section 2, in Section 3, or both). However, these decisions are
a matter for the researchers implementing this framework. Appendix A
briefly illustrates some prototypes of contextual search tools.

We conclude by giving some bibliographic references relevant
to the computational framework introduced in this survey and
to the general notion of contextual search. Alpaydin [7] describes
support vector machines. Alpaydin [7] is a reference on machine
learning. Azzopardi [12] gives a thorough study that starts from
theoretical issues, investigates whether and how language models
can be an efficient and effective theoretical framework for contextual
search, and ends with experiments. Bai et al. [14, 15] are examples
of text window-based context papers with co-occurrence analysis,
an interesting modeling of contextual factors based on language
models and an analysis of domain knowledge and language model
combination. Bartholomew et al. [17] provide a perspective of the
factorial models that are relevant to the notion of computational
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framework used in this survey. Bian et al. [23] are worth reading as for
the Expectation-Maximization algorithm. Blei et al. [24]’s is the original
publication on latent Dirichlet allocations. The notion of geographical
variable is discussed by, for example, Cai [33]. The remarks made by
Chakrabarti et al. [41] on how to build an effective model and avoid
bias, overfitting, etc. are useful to a newcomer to machine learning
because they explain basic issues in a realistic scenario. Croft and
Lafferty [47] survey language models for IR. The study by Efthimi-
adis [57] describes query expansion whereas the paper by Carpineto
and Romano [38] is an up-to-date survey of this topic. Feller [60];
Levinson et al. [113]; Rabiner and Juang [140] are some reference pub-
lications on Bayes’ rule, Markov chains and hidden Markov models.
Halmos [68] explains Singular Value Decomposition and in general
vector spaces. The paper written by Hu et al. [75] is easy to read and
has a computational flavor. As for interaction variables, the reader may
want to spend some time reading Inmon [79, 80] who introduced the
notion of time-variancy, since click-through datasets may be viewed as
an instance of data warehouses. The special journal publication edited
by Jones and Purves [90] is a useful reference on the issues of geograph-
ical variables. The papers on implicit relevance feedback by Kelly and
Belkin [95, 96]; Kelly and Fu [97]; Kelly et al. [98]; Kelly [92, 93, 94]
are definitely worth reading. The survey by Lalmas and Ruthven [107]
provides a precise, recent and exhaustive account of relevance feedback.
Lau et al. [108] address context at difference abstraction levels, from
the conceptual, to the logical up to the statistical level. Lau et al. [109]
present an interesting application of their theoretical framework and
show that the vector space model is still a good baseline for search in
context. Metzler and Croft [130] illustrate conditional random fields.
Ponte and Croft [138] introduce language models for IR. The notion
of geographical variable is also discussed by Reichenbacher [144];
Reichenbacher and De Sabbata [145]. The paper written by Shan-
non [155] is the reference for entropy. The papers on exploratory search
by White et al. [172]; White and Kelly [173]; White et al. [170, 171];
White and Roth [174]; White [169] are also useful reading.



2
Query Intent

Query: from Latin quaerere, “ask, seek.”
Intent: from Latin intendere (“intend,” “direct”), from

in- “toward” + tendere “stretch,” “tend.”
Oxford Dictionary

2.1 Introduction

A user starts searching because he is often in charge of accomplishing
a task. The significance of task in IR derives from its role in explaining
the differences in relevance assessments and then in designing systems.
Task has been recognized as one of the main contextual factors that give
rise to the user’s ASK (Anomalous State of Knowledge) according to
Belkin et al. [18, 19]. Therefore, detecting task helps retrieve relevant
documents. From an information seeking and retrieval point of view,
the recent literature devoted to the influence of task on contextual
search mainly reports naturalistic user studies. An example of these
studies is reported by Kelly and Belkin [96] where the authors report
an understanding of the subjects’ natural searching behaviors.

In this section, we are distinguishing between search task and query
intent. While accomplishing a task, the user decides intents, and he may
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change his intent while executing the task. Thus, query intent is what
the user directs the attention to, while search task (or task, in brief) is
a search to be done or undertaken.

In parallel to the approaches to task detection proposed from
an information seeking and retrieval point of view, the issue of query
intent detection has often been addressed from an IR point of view as
a problem of query disambiguation of which solutions have frequently
been based on query expansion and relevance feedback.

Due to its fame and effectiveness within many situations, it is not
surprising that query expansion has been investigated and has enjoyed
a revival in designing contextual search systems. When query expansion
is exploited in contextual search, the sources of evidence are mainly
provided by documents, queries, and relevance assessments, whereas
the main statistical models belong to a vast class of relevance feedback
methods. The methods for query expansion have been investigated and
employed in IR for some decades in various forms (i.e., pseudo- or
implicit feedback) depending on the particular retrieval problem or
constraints.

In this section, more recent and advanced methods for detect-
ing query intents are addressed in addition to the most common,
query expansion-based methods. Often, these advanced methods rely
on some sort of query intent taxonomy although the definition of a
query intent taxonomy would rather be difficult and would yield to an
elaborate taxonomy attempting to capture many detail of intents.

2.2 Is Query Intent Predictable?

The basic question preceding how one can identify the query intent
automatically without any explicit feedback from the user is whether
queries have a predictable query intent; here, predictable means that it
is possible to have a method that associates a query with a particular
intent by only looking at the query features.

Predictability mainly depends on whether an intent does actually
exist. In fact, the intent of a query is not always predictable since it does
not exists as frequently as one may expect. Although an intent almost
always implies a query as already explained by Belkin et al. [18, 19],
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strangely enough, an intent can be predicted only half of the times. Lee
et al. [110] show that intents can be predicted for 60% of the queries.
The majority of these queries are informational while the intent of the
other 40% of the queries, which are likely navigational, may be detected
with ad-hoc methods.

Query intent is often neither navigational nor informational, but
simply to get access to an online resource as reported by Rose and
Levinson [147]. They indeed distinguish between navigational queries,
which aim at locating a WWW site, from resource finding queries,
which aim at obtaining a specific resource (e.g., digital file, e-mail
address, etc.), the latter distinction having been made also within
the WWW track of TREC that planned two distinct tasks, that is,
homepage finding and resource finding since they may require distinct
retrieval techniques.

Many informational queries that attempt to locate a product or
service rather than to learn about it should be added to the 40%
of navigational or resource finding queries as reported by Rose and
Levinson. It is quite surprising, indeed, that about one third of all
queries appeared to be informational for which traditional IR systems
were designed. These percentages have to be compared with those
reported by Broder [26] where it is stated that the percentage of navi-
gational or transactional queries is between 40% and 50%.

According to Gan et al. [63], 13% of the queries have a geographical
intent, that is, the user’s intent is navigational or informational yet
refers to close locations. Moreover, the probability that a query has a
geographical intent when it contains a geographical name is only 33%.
The good news is that only 1% of queries has a geographical intent
when they do not contain any geographical name.

2.3 Detecting Query Intents Using Interaction Variables

2.3.1 Using Click-Through Data

Query intent may be learned from how users have interacted in the
past with the returned results for this query. Computing statistical
distributions of click-through data was studied by Lee et al. [110] who
were among the early researchers who postulated a relationship between
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query intent and click-through data. The basic rule, which has also
been tested in other papers, is that navigational queries are followed
by one click while an informational query is followed by a series of
clicks. In particular, Lee et al. suggested applying statistical moments
of a distribution and investigating anchor-link distribution other than
the more commonly investigated click-through data distributions. Lee
et al. associate a normalized number of distinct WWW pages to each
query that occurs as anchor too. Low values of this number signal a
navigational query because a few yet frequent pages are visited after
the query is issued.

A relationship was found between query intent and query frequency.
In particular, Downey et al. [55] found that users behave according to
query frequency or to URL frequency — for example, search session
length increases when the query is rare. These results may be due to
the underlying query intent which influence both query frequency and
user behavior.

There is not only a relationship between query intent and search
session length; query intent evolves over time, as reported by Kulka-
rni et al. [105]; in particular, they found that popularity features pos-
sibly indicate a change of query intent. Moreover, query popularity
and intent are correlated, since popularity increase signals the query is
becoming informational. The findings reported by Kulkarni et al. [105]
include a taxonomy of query intent change; we think this taxonomy
should be paired with the taxonomies of query intents proposed by
Broder [26]; Broder et al. [27]. In particular, Kulkarni et al. suggested
that changes in query intent are due to the user’s need of zooming (i.e.,
making the intent more or less specific) or shifting (i.e., moving the
intent toward another target).

However, some problems may arise when using click-through data
for detecting intents. Only relatively few queries are issued mul-
tiple times, while there are many rare queries without sufficient
click-through data. The fact that click-through data are not always
good predictors especially when queries are rare has been confirmed
within contextual advertising by Ashkan et al. [10]. They found that
the click-through rate is highest for commercial queries that are also
navigational queries. However, this finding should be cleansed of
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the effects of the placement of advertisements, since this placement
influences on the number of clicks the advertisement receive. Com-
mercial queries are indeed very frequent. After cleansing the effects
of the placement of advertisements, it was found that commercial-
navigational queries have advertisements placed at different ranks of
the search engine result pages with higher click-through rate than the
advertisements associated with the commercial queries that are also
informational.

The sparsity of click-through data is often the main problem
underlying the research work aimed at detecting query intents. The
click-through data used to detect contextual factors can well be differ-
ent from classical query or document content, since click-through data
are not intrinsically carrier of meaning as words are.

Click-through data may rely on more “algorithmic” sources of evi-
dence, such as graph patterns. Graphs may provide richer information
representations than “flat” statistical distributions. Computing pat-
terns from graphs linking queries and clicked documents was described,
for instance, by Li et al. [117] who start from the assumption that
queries with similar click patterns are likely to have the same intent,
therefore, detecting a query pattern is useful for detecting a query
intent. A click pattern can be observed from the bipartite-graphs where
the edges are between queries and WWW pages and can be weighted
by click frequencies.

It is possible to manually label a small set of seed queries in the
graph, and then propagate the labels to other queries as suggested by
Li et al. The problems that have to be addressed include defining a
stop criterion and a regulation mechanism. Regulation is necessary to
limit the propagation of wrong labels. The algorithm that is illustrated
by Li et al. recalls PageRank which has been used in IR. A bipartite
click graph is described as a matrix such that an entry is the frequency
of clicks from a query to a WWW page — there are as many rows
as queries and as many columns as visited pages. The set of manually
labeled seed queries are arranged in a matrix Q such that an entry
is +1 (or −1) if the query that corresponds to the row is a positive
(or negative) example for the label corresponding to the column of
Q. Q thus includes the likelihood that a query belongs to a class and
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it is iteratively updated by the algorithm to eventually output a final
likelihood matrix (note that likelihood is different from probability). At
each step, the algorithm computes another matrix L as the product of
the two previously described matrices. An entry of L is the likelihood
that a label refers to positive examples. L is finally mixed with the
current likelihood and bipartite click-graph matrices where the mixing
parameter plays the role of regularizer in the same way the damping
factor does in the PageRank algorithm.

Label propagation was tested in two classification tasks reported
by Li et al. Product intent refers to queries looking for any products
or class of products which can be purchased in store or online. Job
intent refers to queries for finding jobs. A dataset was prepared from a
click-through data set available from a commercial search engine. From
this click-through data set, seed query sets for manual labeling were
selected and click graphs were constructed. Another set was prepared
for performance testing.

The above described link analysis algorithm is basically a query
expansion algorithm that draws the source of evidence about relevance
from the click-through data and can intuitively be explained as follows.
This is actually the focus expressed by Li et al. that is most significant
to this survey.

A click graph has two types of nodes: query nodes (q) and URL
nodes (u). An edge exists between a q and an u when a click has been
observed from the click-through data set. After some manual or semi-
automatic assessment, some qs represent seed queries and are labeled
either as a positive example or negative example. This label information
is propagated from seed queries to us and then to unlabeled qs. If a q
is a positive example, the linked us become positive examples. If a q is
a negative example, the linked us become negative examples.

The efficiency of link analysis algorithms is made high thanks to
high matrix sparsity, thus allowing the designer to use inverted file-
based indices or data structures for sparse matrices.

Regularization is the another relevant aspect. The click graph that
is utilized in the above described algorithm can be sparse since edges
between qs and us may be missed because the user did not click on a
relevant URL or clicked irrelevant URLs. Missing relevant edges and
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occurring irrelevant edges hamper classification. Regularization aims
to compensate for the sparsity and noise of a click graph and has
been implemented as the posterior probability that a query has an
intent.

Markov chains are an alternative, yet similar approach to
contextual advertising as suggested by Li et al. [115]. These probabilis-
tic models fit quite well the need of describing the users’ click-through
behavior from a WWW page to an advertisement without being con-
strained to the content matching a query (if any). Li et al. believe the
user’s behavior really reflects which ads may be clicked in the next
step. This assumption resembles the assumption made in PageRank
such that the authority of the WWW pages depends on the number
of paths leading to the pages. The basic idea of Li et al. is that the
greater the number of users who clicked an advertisement from a page
is, the higher the relevance between the advertisement and the page.
Using Markov chains, nodes correspond to the pages and the ads, and
edges correspond to the clicks from a page to an advertisement. Edges
are weighted so that the higher the number of clicks on an ad and the
lower the number of users who clicked the ad, the higher the weight;
this is a sort of TFIDF.

A similar yet independently conceived approach to exploit-
ing interaction variables for query intent detection is based on
click-through data and session data as illustrated by Cao et al. [36] who
have addressed query suggestion. A session is the sequence of queries
issued by the same user immediately before the current query; this is
a simple instance of context used for detecting the underlying intent.
In the authors’ idea the intent is represented by the candidate query
suggestions. Basically, the authors’ approach aims at first observing the
context of the current query and then predicting the next queries.

Query suggestion, however, requires clustering individual queries
into small groups of similar queries — small groups are necessary to
display the queries into small lists displayed below the search boxes,
while similarity is necessary to emphasize both common words and the
variations between the queries. Clustering queries is however affected
by the sparseness of query words. To reduce sparseness Cao et al.
enrich the query descriptions with the URLs clicked for queries. In
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other words, these authors cluster queries in a click-through bipartite
as Li et al. [117] did. Suffix trees are used to organize and sort queries —
both small size and high similarity reduce the computational costs for
building a suffix tree.

A large click-through data set may provide many information about
query intents. Attenberg et al. [11] report a detailed description of a
large user study which collected a large click-through dataset through
a browser plugin of a major search engine. This design choice allowed
the authors to observe the users’ trails starting from links displayed in
a search engine result page until the (inferred) end of the trail. These
detailed data about the users’ trails highlight some facts about the
relationship between click-through data and query intent. The amount
of activity during the trails decreases as the number of terms in the
query grows.

Non-navigational queries tend to lead to more click activity than
navigational queries, since users tend to move their effort for expressing
their own task from the query content to the click-through as the intent
moves from non-navigational to navigational. However, this holds when
searching for products or services since non-navigational queries that
intend to eventually buy something are often more exploratory and
a user may not know exactly what is wanted or may require some
orientation when searching for a product or service — click-through
should provide such an orientation.

The effectiveness of click-through data depends on the amount of
historical data which are available for estimation and prediction. This is
observed by Shen et al. [156] where it is reported that the performance
improvement is more substantial for precision at the top 20 documents
than for precision at the top 10 documents. The authors’ explanation
for this difference between precision at ten and precision at twenty
is that after twenty browsed documents the user accumulates more
interaction with the system, thus letting the system to calculate better
estimations than after ten documents.

2.3.2 Using Implicit Relevance Feedback Data

When it is known, for example by experimental design, that queries
have an intent, the relationship between intent and implicit relevance
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feedback data about the user’s behavior such as document retention
and display time is worth investigation.

When attention is paid to the “simpler” query intent rather than
to the “more complex” task, computing the data referred to the user’s
behavior is the main approach adopted within the information seeking
and retrieval community. In this respect, Kelly and Belkin [96] found
that (i) there is a great variation between subjects in the relationship
of display time and usefulness rating, thus making average display time
useless, but (ii) there are large variations of display time according to
task, thus suggesting that task might be one factor that explains the
variability of display time. Unfortunately, there are no consistent find-
ings about the effectiveness of implicit relevance feedback data other
than display time.

The idea underlying the use of eye-tracking is that the user looks
at the data representing his intent if this is displayed on the screen.
An approach to query intent detection using eye-tracking is described
by Guo and Agichtein [66]. An indicator of query intent would be gaze
position which normally requires eye tracking equipment.

There is a correlation between mouse pointer position and eye posi-
tion. Therefore, it may be possible to predict the precise times when
mouse and gaze position are closely coordinated based only on mouse
position and movement. Through a user study, Guo and Agichtein can
effectively predict the regions of the screen where the eye and mouse
position are within 100 pixels of each other. It is not obvious that mouse
pointer position can be detected on a large scale and if it was, it could
become an unreliable source of evidence as are most of the sources of
evidence that are placed on the client-side. The problem addressed is
not at all trivial because a query string is really a very poor source of
evidence for predicting query intent and any other source of evidence
has the potential to increase the prediction power.

It is possible to predict query intent by looking at the user’s past
search behavior according to Teevan et al. [163]. To this end, the
authors automatically identified a set of navigational queries from the
query logs followed by the same result — this identification is based on
click entropy. Teevan et al., however, had to make quite a strong yet
acceptable assumption, that is, low click entropy is a good approxima-
tion of similar intents.
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2.4 Detecting Query Intents Using Content Variables

We mentioned that interaction variables such as click-through data,
gaze position and mouse pointer position are not always effective pre-
dictors of relevance, hence one may put the inappropriateness of these
sources of evidence for predicting query intents forward as a hypothesis
and investigate whether alternative sources of evidence are more robust
and reliable. Content is one of these sources. The content that can
be employed to detect query intents derives from documents, queries,
search engine result pages, taxonomies or user tags.

2.4.1 Using Document Content

Using only document content for detecting query intents is not fre-
quent — some additional information, perhaps expressed as meta-data
are often necessary. Freund et al. [62] associate documents with genre
and task, and identify a means of mining various sources of evidence
to extract this relationship within a specific domain.

Another example of content combination is when document content
is associated with the search engine result pages in which it occurs —
the co-occurrence with some other documents is a source of evidence of
the relationships between document contents. Yet another example is
provided by classification or clustering: for the former document con-
tent is associated with the meta-data describing a class, whereas for
the latter document content is associated with the other documents of
the same cluster.

Query intent detection that is based on search engine result page
can be studied within a contextual advertising perspective. To this end,
Ashkan and Clarke [9] contribute with some methods and experimen-
tal results. Suppose one is interested in deciding whether a query has
a commercial intent and then whether some special content variables,
for example, an ad has to be impressed on the user’s display. In this
section, we are interested in the use of search engine result pages for
detecting commercial queries which are those queries with the underly-
ing intent to purchase a product or service. In particular, these authors
combine two different settings of features: the click-through data
features are combined with the query and search engine result page
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features, and the combination of query and search engine result page
features are used while no click-through data features are involved.
The query features that are used by these authors are query length,
presence/absence of URL fragments, number of domains listed among
the search engine result pages of which the query string is a sub-
string. The search engine result page features that are used by these
authors is the frequency ratio of the terms extracted from the first
search engine result page.

Query intent detection that is based on classification has been inves-
tigated by Broder et al. [28]. Their approach seems promising since the
classification accuracy can be maximized by an appropriate quantity
of documents given as input. This accuracy rises as the number of
documents in a search engine result page increases, and drops when
using too few documents due to too little external knowledge, or when
using too many results due to extra noise. The optimal number of
search results is around fifty. Within the contextual advertising context,
Broder et al. addressed sponsored search mechanisms that place rele-
vant advertisements alongside a search engine result page. Sponsored
search mechanisms decide whether an ad is impressed and how the
impressed ads are ranked alongside the search engine result page. One
may correspond to the decision as to whether to impress an ad with the
decision as to whether a query has an intent. An ad is impressed if it is
decided that the query has a commercial intent, that is, the intent of a
user who wants to buy, sell, lease or exchange. The generalization of this
sponsored search mechanism to contextual search relies on the use of an
intermediate taxonomy of query types chosen according to the intent
to be modeled. Broder et al. use a taxonomy available at a commercial
search engine for supporting the decision so that queries are classified
to the taxonomy classes and then the ads are classified to the queries —
Tunkelang [166] surveys the essential concepts of taxonomy-based IR.

Broder et al. [28] have used search engine result pages to obtain
additional information for query intent detection. To this end, the
authors employ pseudo relevance feedback and assume the top search
results to be relevant to the query. As not many results are equally rel-
evant, the given query is dispatched to a general WWW search engine,
the top-ranked documents are selected and the WWW pages indicated
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by these top-ranked documents are retrieved — note that a very similar
procedure that collect the linked pages is used by [101]. Then, the docu-
ment classifier classifies the search results into the same taxonomy into
which queries are to be classified. The classifier was trained by human
editors who populated the taxonomy nodes with labeled examples. As
the taxonomy included 6,000 classes, simple and efficient classifiers have
to be implemented. Once the classifier has been trained, it can be used
for classifying queries. This task can be accomplished by computing
the probability that a query q belongs to a class cj and then selecting
the class with the highest probability. Taxonomy and classification can
be employed in contextual search as follows. Suppose that a user has
an intent a when constructing a query q: for all the concepts of a tax-
onomy, the user first picks a concept cj with probability p(cj |a) and
then constructs q with probability p(q|cj) based on the concept cj . The
background knowledge that is provided by the documents is used and
then

p(cj |q) =
∑
d∈D

p(cj |q,d)p(d|q)

is computed. If one assumes that the probability of a query given a
document can be determined without knowing the class of the query,
one obtains

p(cj |q) =
∑
d∈D

p(cj |d)p(d|q).

The second step of the approach of Broder et al. is the classification of
the query to an ad. Let a be an ad, q be a query and

R(a,q) =
∑
cj

w(cj)s(a,cj)s(q,cj)

be the measure of relevance of q to a. The ss are score functions and w
is a sort of prior taxonomy class probability. If

s(cj ,a) = p(cj |a) s(cj , q) = p(cj |q)
the score functions can be implemented as

R(a,q) =
∑
cj

w(cj)p(cj |a)p(cj |q) (2.1)
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given that q and a are independently generated given a hidden con-
cept cj . The estimation of p(cj |a) is provided by the document classifier
which already estimates p(cj |d) — the cited paper seems to suggest
to approximate the former with the latter. As for the estimation of
p(cj |q), Broder et al. propose a voting scheme. Suppose the r top-
ranked document d1, . . . ,dr retrieved against q are relevant according
to pseudo relevance feedback and R(d,q) is a measure of relevance of
d to q. The intuition is that the more the pseudo-relevant documents
are likely assigned to cj , the more the query that matched those docu-
ments are likely assigned to cj . If (2.1) is an optimal document ranking
function, top results ranked by a search engine should also be ranked
high by (2.1). It follows that when finding the p(cj |q)s, (2.1) must be
high when d is a top-ranked document and low when d is a random
document. To obtain this result, Broder et al. note that, if

∑
cj
p(cj |q)2

is small, then (2.1) is small for a random document. Therefore, it is
sufficient to constrain

∑
cj
p(cj |q)2 to small values when maximizing

(2.1). The maximization problem is thus stated as a support vector
machine-based classification method, that is,

max
p(C1|q),...,p(Cr|q)


∑

i

∑
cj

p(cj |di)p(cj |q) − 1
2

∑
cj

p(cj |q)2

 ,

where the w(cj)s are uniform by assumption.
The approach to detecting query intent based on a large query clas-

sification was later extended by a relevance feedback-based method
and reported by Broder et al. [30] who basically expanded the
feature space as follows. The keywords that occur within the
search engine result pages are collected, weighted, and then ranked.
The most representative keywords have been used for query expan-
sion. Moreover, the pages returned in the search engine result page are
classified to the large query classification. Finally, the set of phrases
detected in the search engine result pages and pre-built-in in a lexicon
have been prepared. The increase of performance is significantly high.

2.4.2 Using Query Content

The use of query content for query intent detection is grounded on the
following associations: A variation of context causes a variation of query
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intent which in turn causes a variation of the query. Thus, if different
queries are observed and these differences are assigned to intents, a
variation of context can be inferred. The problem is, therefore, the
assignment of a query to an intent.

Query type-dependent loss functions for training or testing yields
better performance than using query type-independent loss functions
as showed by Bian et al. Although the numerical differences are
small, they are statistically significant. Their approach is described
in the following. Suppose that query difference is associated with
the user’s different expectation on the ranks of the relevant pages in
a search engine result page. Suppose also that the simple taxonomy
proposed by Broder is considered — it describes query difference based
on the search intent of users and classifies queries into intents, that is,
navigational, informational, and transactional.

Bian et al. well exemplify how the user’s expectations are asso-
ciated with the way the pages are ranked. Navigational and trans-
actional queries should rank relevant documents on the top of a
search engine result page, informational queries should rank relevant
documents within the top, say ten ranked documents, multitopic
queries should rank some instances of the documents, each relevant to
one of the facets, within the top ranked documents, topic distillation
queries should focus on ranking a set of documents best representing
one single topic among top-ranked documents. Therefore, a query may
be assigned to an intent and the intent is a signal of context. How-
ever, there are two issues: assign a query to an intent and produce
a query taxonomy. This twofold problem can be addressed within a
unified decision theory framework as described in the following. Bian
et al. [23] develop query-dependent loss functions exploring this kind of
query taxonomies. As one of the issues of a taxonomy-based approach
to query categorization is indeed the availability of such a taxonomy,
these authors further describe a method that learns both ranking func-
tions and query taxonomy simultaneously.

To find differences between queries, a system can be trained after
showing it some examples and teaching it to choose the best ranking on
the basis of query-dependent loss functions in the learning process —
the more the system fails in choosing the document ranking to answer
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a query, the higher the loss. The loss function is defined as the sum
of the loss functions of a query, the sum being computed over all the
query types and over all the queries of a given type — the loss function
of a query type may differ for every type. As a risk is an expected loss
and the risk implies a probability, probability estimation and in this
paper the probability that a query belongs to a query type is necessary.
As the estimation of the probability distribution needed to calculate a
loss function is difficult, a query categorization would be useful.

Bian et al. propose an algorithm which simultaneously learns
a function and categorizes queries. Similarly to the Expectation-
Maximization the algorithm is iterative and relies on a mutual rela-
tionship. As input, a set of training examples for learning to rank and
queries defined by query features are given. As output, parameter vector
of the ranking function, ω, and parameter vector of the query catego-
rization, γ, which minimize the loss function, are given. The algorithm
starts with random values for ω and γ; it iterates two learning steps
until the loss function converges:

(1) the current ω is fixed and the new γ that minimizes the loss
function is computed,

(2) the new γ is fixed and the new ω that minimizes the loss
function is computed.

Such an approach is feasible and the algorithms converge if loss func-
tions and probability distributions have an appropriate convex form.
These details are explained in the cited paper.

Another interesting use of queries is suggested within the context
of contextual advertising. Ganti et al. [64] use the corpus of advertising
bids used in sponsored search. In sponsored search, each advertiser
lists the queries against which an ad should be shown — as this is
actually a bid, these queries are called bid-phrases. At retrieval-time,
these bid-phrases are matched against an incoming query to determine
which ads to display. The advertisers that have listed a bid-phrase
matching a specific query is a signal to infer a commercial query
intent. The authors leverage the corpus of bid phrases as a set of
documents, where each document is “tagged” with the advertiser who
has submitted the bid. As each advertiser is interested in listing the
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best bid-phrases that match the incoming queries with commercial
intent for the products/services it offers, a contextual search system
would be concerned in listing the best contextual queries that match
the incoming queries with the intent for the actual context.

An immediate application of query intent prediction is to suggest
queries to the user. The aim is to predict users’ tasks based on implicit
relevance feedback data (e.g., user behavior). This problem is addressed
by Cheng et al. [44] where the authors propose to mine the latent
search intent by using their own framework (i.e., SearchTrigger, that
is, a query is triggered by the content of the browsed page) to suggest
queries to users when they are browsing. The methodology presented
by Cheng et al. is to: produce a series of patterns by using the implicit
relevance feedback data observed when the user is accessing a page;
extract a series of features from the page and the candidate queries;
learn a model for ranking the candidate queries.

A quite elaborate statistical model is crucial at the last step of the
methodology because about two thirds of the candidate queries are not
of the kind of queries that is useful for the user. Such a statistical model
requires that the features are extracted from the queries issued, and
from the pages previously visited, by the user. After pages and queries
are organized in a bipartite graph, link analysis techniques are applied
to assess the popularity of the queries.

If not only the current query but also the past queries are used,
it is possible to infer the reasons that lead the user to issue another
query. This is a sort of past query intent detection, which is addressed
by Cheng et al. [44] who, however, designed their approach to work
with user interaction logs storing an anonymous user identifier. As past
query intent detection is in this situation tailored to the user, this
approach is discussed in Section 3.

Another source of evidence is provided by the time series of the
past system’s responses, that is, all the responses (up to a maximum
time span) are exploited to predict the next response, which has to
be decided. Thus, the system’s goal is to choose an optimal response
when the last action has been observed. So far there is nothing person-
alized because the user’s actions are not labeled by the user. Instead of
labeling every user action, Shen et al. [156] propose injecting a user’s
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mathematical model chosen from a fixed set of user’s models. The goal
is to minimize a risk function of the user’s actions, the system’s past
responses and the user’s model. According to Bayes’ rule, the optimal
response at a given moment in time is to choose a response that min-
imizes the risk function. The risk function is the expected loss over
the set of the possible user’s models. The loss is a function of a user’s
model, a system’s response, the user’s current and past actions, and
the system’s past responses. The probability distribution used to com-
pute the risk is the posterior probability of a user model given all the
observations about the user we have made up to time t. A user’s model
represents what the system knows about the user, for example, the
user’s information need representation, that is, a bag of words and the
documents that the user has already viewed.

2.4.3 Using Document Genre and Relationships

The power of predicting the relevance of the current documents intent
may be quite high when the workplace of the users of an IR system
is the domains where the effect of the past activities is significant. If a
query intent exists, this can be detected by looking at the relationships
between documents perhaps along a temporal axis such as the past
usage or interactions of the user with the documents. An example of
how to study the contextual factors that are related to the user’s tasks
in a workplace is reported by Freund et al. [62]. The authors conducted
interviews with the software engineering consultants of the company
used as workplace to understand which factors influence the way
the workers search for and select information. Although a workplace
seems a limited domain, the documents used by Freund et al. for their
investigation are widely dispersed on the company intranet and on the
WWW. Freund et al. further investigate the relationship between the
user’s tasks and document genres. The document genres range from
general (e.g., tutorials and presentations) to specific (e.g., technical
manuals), thus documents can be categorized by genre. The final
goal was to predict task through document genre, and vice versa. An
intellectual capital repository of documents either recommended or
authored by the consultants has been made available and annotated
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with metadata that play the role of feature used in correlating genre
with task. Freund et al. state that the existence of a task-genre
relationship may help predict task through document genre and that
the frequency of co-occurrence of genre features with task features
is indicative of patterns of association between genre and task; for
example, if users tend to look at a given document genre, a contextual
search system may infer the related task. Such an approach has the
advantage of requiring that the user knows only which task they want
to accomplish. It is useful to note that this investigation was carried
out in an enterprise domain and that only half of the queries had a
task within the WWW domain as we noted in this section.

An analysis in workplace is also performed by Campbell et al. [34]
who argue that IR systems can support the user to accomplish his task
by looking at the way in which the documents that are used by the user
at a given time had been used at previous times also by other users.
Campbell et al. concentrate on the user’s activities which involve rela-
tionships between documents that can be captured during the course of
normal activities in a workplace. Essentially, their approach is centered
on a document usage-based similarity matrix which thus defines the
contextual relationships between documents. Two types of document
relationships have been considered: an undirected relationship (called
Common Utility Dependency) such that two documents are related
when used within the user’s same task (e.g., two documents accessed
during the same search session); and a directed relationship (called
Reference Dependency) where one document cites another (e.g., in the
bibliography). Moreover, the authors have argued that temporal data
provides an easy means of interpretation for understanding the current
task because the history items can be inter-connected through a net-
work of potentially associated documents for retrieval tasks related to
a given activity. The main finding is the high percentage of non-useful
documents, especially those relating to the WWW pages that provide
the links to useful documents such as the relevant pages, for example,
search results pages, contents pages or intranet homepages.

It is worth noting that the idea of context as document network
was introduced early by Belkin et al. [18]. Further studies were per-
formed by researchers in automatic hypertext construction who found
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that the effectiveness provided by automatic document link detection
quickly decreases as the user clicks on documents after issuing a query
as reported by Melucci [124]. The situation described by Campbell et al.
is complicated by the requirement that a working environment should
exploit a combination of historical data such as the time a document
is in view. This finding suggests that the existence of an intent behind
a query is not obvious.

2.4.4 Using Taxonomies

The advent of the WWW has led to a simplification of the query
intent taxonomies. In the current literature, the taxonomy introduced
by Broder [26] has become quite well accepted because it allows
researchers to simplify the methods for classifying intents. Broder
suggests classifying the queries issued to a search engine as infor-
mational, navigational, and transactional. We are corresponding the
kinds of query introduced by Broder to three query intents, thus
introducing three main types of query intent used in the rest of this
section. The intent of an informational query is to acquire documents
which contain information relevant to the information need of the
user. A navigational query involves reaching a known item on the
WWW. This intent has a binary outcome — the item either exists or
does not exist. A transactional query involves selling, buying, bidding
or auctioning items or services. The related queries aim at finding
the starting point of a transaction (e.g., shopping, download, access
data-bases). An exhaustive and precise query intent categorization is
often unavailable and that illustrated by Broder [26] is too general
for some applications — a much large query categorization was later
introduced by Broder et al. [28] and employed by Broder et al. [27].

According to Dai et al. [49], the classification of queries into nav-
igational and informational is not the only one possible. In electronic
commerce, further understanding of commercial intents is crucial.
Commercial intent means that the user who issued the query wants
to make an action related to commerce such as purchase, auction,
selling. Hence, one may suggest that deciding whether an intent exists
behind a query is in fact a necessary step before trying to retrieve
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possibly relevant documents. Dai et al. [49] report some examples
of the relationships between commercial/non-commercial intent and
navigational/informational/transactional intents; “u2 music down-
loads” is a query with transactional and commercial intent whereas
“collide lyrics” is a query with transactional and non-commercial
intent. In general, commercial intents are behind queries composed of
nouns referred to commerce (e.g., “walmart,” “dvd,” “price”).

The most striking feature of Wikipedia is that it is the world’s
largest knowledge base compiled by humans. The availability of large
and manually generated links makes the use of graph algorithms
for propagating intent from seed concepts to other concepts feasible.
A good example of how external sources of knowledge (e.g., Wikipedia)
can be utilized with statistical models is reported by Hu et al. [76] who
find that the additional use of Markov chain with Wikipedia provides
more benefit than the benefit provided by the use of Wikipedia only.
The combination of Markov chains and Wikipedia is also effective for
unseen queries, that is, it is possible to predict the intent of queries for
which there is not any training data. Clearly, the authors assume that
a concept is a good proxy of intent, which might be a valid assump-
tion although query facets would have been a more appropriate term
than query intent. Nevertheless, it is likely that for many queries the
list of concepts includes some that are related to tasks or intents (e.g.,
“travel” concepts may include “taxi”).

Using Wikipedia for intent detection requires matching the query
with Wikipedia concepts. Concepts and articles are organized according
to a two-level architecture: the first level includes articles, the second
level includes concepts. While articles are linked to concepts by means
of a pertinence relationship, concepts are inter-linked through a hier-
archical ontology. If the match between queries and concepts is exact,
then intent behind the query corresponds to these concepts. Otherwise,
the query is mapped to the most related Wikipedia concepts using the
features of the query with the title and description n-grams of the top
ranked search result snippets from a search engine — these features are
weighted by some conventional IR weighting scheme and ranked accord-
ing to common retrieval algorithms. Hu et al. assume that a travel
intention can be detected by searching the query “travel” in Wikipedia.



2.4 Detecting Query Intents Using Content Variables 295

The concepts that are retrieved would cover almost all aspects of the
“travel” domain, for example, travel agency, travel tips, transportation
services, such as airlines and taxis, and accommodation, such as hotels
and entertainment venues. From these concepts, some seed examples
are manually selected. After the seed examples are selected by human
experts, Markov chains are used to iteratively propagate intent proba-
bilities from the seed examples into the other Wikipedia concepts, thus
assigning an intent probability to each concept. The evaluation was
limited to three general applications: personal name intent, job intent,
and travel intent. The usefulness of the three general applications stems
from the complexity of the underlying tasks. A query has a personal
name intent if the query contains a personal name, for example, “john
smith pictures” has personal name intent — the significance of this task
is confirmed by the very high (i.e., 30%) proportion of search queries
with personal name intent in the query logs. Travel is a complex social
activity which requires interactions with various agents and regards a
variety of aspects such as accommodation and transportation — the
significance of this task is confirmed by the relatively high (i.e., 3–4%)
proportion of search queries with travel intent in the query logs. The
complexity of the travel task generates quite a large number of key-
words describing the numerous aspects related to travel. Moreover,
these travel aspects are densely inter-linked, thus allowing to disam-
biguate the words of an aspect through the words of the other aspects.
A slightly less significant (i.e., 0.2% to 0.4%) query intent is job intent.
Nevertheless, job finding is a crucial task and is carried out by a large
number of end users. A query has job intent if the user is interested
in finding job-related information such as employment compensation,
employment laws, occupations or job WWW sites.

The methods proposed by Hu et al. require somebody to manually
label a set of seed queries in order to find some Wikipedia concepts
and categories strongly related to the query intent. To this end, a
search query log is necessary. For each intent, the human expert uses
some queries. After the concepts are retrieved, the parent concepts
are retrieved too and the articles linked to these concepts are collected.
For large concepts, the number of articles amount to thousands entries.
The quantitative evaluations were carried out in comparison with two
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baseline supervised methods which do not make use of any additional
content variables — these methods exploit the seed concepts only.

The main outcome of the experiments reported by [76] is that the
content variables extracted by the search engine result pages is crucial
in achieving a better performance. The significance of this outcome
is explained by the difference between precision/recall of the baseline
methods and precision/recall of the methods proposed in the paper,
and by the relatively low performance of the baseline methods, which
in fact make use of Wikipedia concepts — therefore, it is not these
concepts that contribute to query intent detection, it is on the contrary
the content variables provided by snippets and titles of the retrieved
documents.

The other interesting outcome is that graph algorithms performed
on the graphs induced by Wikipedia concepts and articles may provide
some useful evidence to increase the performance of query intent detec-
tion. However, this improvement depends on the quality of the manual
annotation performed by human experts whereas the above mentioned
addition of content variables extracted from search engine result pages
is fully automatic. In summary, standard IR techniques can still provide
good service.

2.4.5 Using User Tags

Query length and word sparseness are long studied issues of WWW
search engines and in general of IR systems. WWW queries contain
on average less than three words and there are millions of words in an
IR system vocabulary of index terms. Yet the issue of word sparseness
is problematic as word-based classification that relies on words may
require very large amounts of training data to produce accurate results.
As query intent detection leans on classification, these issues affect this
task too.

As it was observed as for query expansion when performed by an IR
system, one can effectively design and utilize approaches that expand
the queries of which intent has to be detected by first issuing the
query against an IR system and subsequently extracting additional
words from the search engine result pages. These approaches are indeed
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effective in increasing the accuracy of query classification significantly.
Although these approaches are effective, they are computationally
expensive. While the retrieval of search engine result pages is not in
itself really computationally expensive, it is their post-processing that
can be very expensive and may be in contrast with the most common
user’s requirements for an almost-immediate answer from the IR system
to the typical queries.

A good compromise between effectiveness and efficiency seems a
hard result to achieve. Toward this research direction, Ganti et al. [64]
consider the tags associated with the pages retrieved in response to
a search query and delivered in search engine result pages. Generally,
these tags, which are reminiscent of long used metadata, express docu-
ment properties such as physical organization, topics, authors or logical
layout. When tags are associated with search engine result pages, it is
possible, for example, to know the distribution of topics retrieved in
response to a query. These authors argue that this allows query intents
to be determined. In point of fact, the authors show that using tags
allows accuracy to be improved in query intent detection since the
number of unique tags is smaller than the number of query words, thus
reducing the size and sparsity of the distribution of words in documents
and the amount of training data required. For each tag, the authors use
the fraction of search engine result page pages described by the tag.
To this end, the size of the search engine result page for a query and,
for each tag, the number of documents in the result tagged with the
tag must be computed. The fraction of search engine result page pages
described by the tag is computed for suitably chosen sets of query key-
words in order to reduce the amount of required memory and thus the
computational cost. At retrieval-time, these fractions are retrieved and
used as features. Ganti et al. introduce three kinds of tag. Commercial
tags are given to products or services searched through queries with
commercial intents such as research, purchase or review. These authors
observed for this scenario that products and services that are found in
search engine result pages are usually the pages returned in response
to a query.

When another scenario, for example, entertainment is considered,
tags that refers to, for example, entertainment can be found in
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Wikipedia articles or in the concepts or categories assigned to arti-
cles — the paper written by Hu et al. [76] is also worth reading for the
use of Wikipedia for detecting query intent. Wikipedia tags may very
frequently be assigned to queries since the search engines often return
Wikipedia articles in response to the user’s queries and the users tend
to get used to these responses and to reuse the same words. Adver-
tising domain tags are assigned to products and services too, yet the
intent is slightly different from commercial intents. The intent is in this
case retail, that is, the sale of goods to the public in relatively small
quantities for use or consumption rather than for resale. As already
mentioned in Section 2.4.4, about 6% percent of logged queries contain
retail intent.

The three kinds of tag introduced by Ganti et al. correspond to
the three tasks evaluated in their research. The first task is classifying
product intent for the product category of consumer electronics — as
the corpus, the authors use a 7.2 million document Wikipedia snapshot
tagged with the 157 product categories. The second classification is to
identify queries that are related to health issues. During evaluation a
corpus of a hundred million advertisement bids and the thousand most
prolific advertisers were used. Each bid phrase was tagged with the
advertiser who submitted this phrase to the corpus. The third task
is retail query intent classification. To this end, the authors combine
the advertiser tags and the Wikipedia category tasks. Each Wikipedia
document was tagged by the one thousand most frequent page cate-
gories set for the former and the one thousand most prolific advertisers
were used. Classifiers were trained by uni-, bi- and tri-grams extracted
from training sets either manually labeled by human annotators or
semi-automatically labeled by human and computerized annotators.
As for the consumer electronics classification task, lexicon features were
added. Basically, a lexicon feature tells if a query n-gram includes a lex-
icon entry. A lexicon is a collection of clusters of words and phrases. For
each task, the accuracy resulting from using both the n-gram classifier
and the classifier only based on tag frequency, as well as the accuracy
resulting from combining both features, were measured. The combina-
tion of the two features was based on classifier output combination. The
experiment performed for the consumer electronics task resulted that
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the n-gram features achieved a comparable accuracy with the accuracy
resulting from the combination with lexica.

The use of tag frequencies resulted in a small improvement in accu-
racy. The same holds for the other classification tasks. The good news
is that classification is robust enough when the size of the training set
decreases, that is, the accuracy when using tags decreases less quickly
than the accuracy when using lexica or n-grams only. This is quite a
significant result since training set construction is manually or semi-
automatically performed. Overall, it seems that tags provide some use-
ful evidence especially when training sets are small, as long as these
tags can automatically be detected from corpora.

2.5 Detecting Query Intent Using Social Variables

In this section, we briefly describe how social variables and in particular
the URLs clicked by other users than the current user while completing
a task can be used to detect query intent. To this end, we mention a
couple of research works that may guide the reader toward further
contributions to this topic. In Section 3.4.3, we described the research
work by Jones et al. [91] who have addressed the problem of query
suggestion through the social variables. An evaluation of an approach
to detecting query intents has been performed by White et al. [171]
although they focus on personal interest detection. White et al. set up
two methods called QueryDestination and QuerySuggestion and asked
thirty-six subjects’ to use four contextual search systems for completing
exploratory or known-item tasks. QuerySuggestion is similar to what
is done by Jones et al. QueryDestination suggests a handful of URLs
frequently visited by other users who submitted queries similar to the
current one.

What White et al. found is that users tend to prefer one method
rather than another depending on the query intent. The findings that
have been obtained from their study indicate that subjects tend to pre-
fer QueryDestination for the exploratory tasks and QuerySuggestion
for the known-item searches (i.e., navigational query intent). More-
over, these two different methods elicit different feelings: QuerySug-
gestion was felt effective for the known-item tasks because the task is
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usually well-defined whereas QueryDestination was felt effective for the
exploratory tasks since this task is felt more complex than known-item
tasks, the proposed destinations are felt reliable, and the current user
trusts what the other users have suggested for similar queries.

2.6 Detecting Query Intents Using Geographical Variables

The easiest and straightforward way to detect query intents is to ask
the user to explicitly tell his intent. This is sometimes the case of Geo-
graphical IR when for example the user issues queries with geographical
operators or the geographical coordinates detected by the user’s termi-
nal are automatically added to the query.

The burden of expressing geographical operators is balanced by
the effectiveness of these operators when the IR system returns a
search engine result page with many pages relevant to the geograph-
ical aspects of the user’s information need. An approach that is based
on geographical operators is reported by Purves et al. [139] who
describe the design, implementation, and evaluation of an IR sys-
tem that is capable of handling queries in the form of the triplet
of <theme><geographical relationship><location>. The core of this
system is the indexing process that is capable of detecting geographi-
cal data in the documents. The significant effectiveness gained by this
system can be considered an upper-bound for those systems which do
not burden the user with additional efforts to express their queries and
aim at detecting the implicit geographical query intent.

Despite its effectiveness, explicit triplets may become imprecise,
incomplete, or very demanding for the user who may not know the
name of the location nor the spatial relationships between sub-region
of interests, thus resorting to an indirect description of its location and
using an alias of a group of scopes. These issues are investigated by Car-
doso and Silva [37] who leverage on a geographical ontology for query
expansion. A query that may contain candidate geographical data are
expanded through the geographical ontology.

Any geographical query processing such as expansion relies on geo-
graphical name recognition which is crucial for understanding whether
the intent is to retrieve information about a location. In Section 1.3.2,
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we pointed out the similarity between geographical name recogni-
tion and natural language processing. If this similarity is further
investigated, one can realize that the issues of geographical name recog-
nition can be viewed as a subset of named entity recognition, according
to Lieberman and Samet [119], although there are some differences.

Geographical name recognition consists of finding all textual refer-
ences to geographic locations — recognition is then followed by reso-
lution, that is, assigning latitude and longitude coordinates. Effective
recognition is necessary to effective resolution since ineffective recogni-
tion causes wrong coordinates to actual locations or “right” coordinates
to false locations. For example, many proper names of places are also
names of people (e.g., Circo Massimo in Rome and Massimo Melucci
in Padua share the name yet the former is a place and the latter is a
person).

When coupled with social variables, geographical variables can
become very effective in detecting a special query intent, that is, look-
ing for news about an event. The basic idea is that there is a significant
correlation between a geographical location and an event. This corre-
lation has been tested and implemented by Abrol an Khan [1] who
have proposed a geographical contextual search called TWinner. When
the user’s query includes a location, recent tweets are retrieved if the
population density at the location detected in the user’s query and the
frequency of tweets per minute at that moment are overall higher than
a threshold (i.e., 1). This measure indicates that the topic is popular
on Twitter and the query is tagged as a query with news intent, that
is, queries issued by users who are looking for new.

Geographical variables are effective enough for predicting when a
user will click on a news displayed in a search engine result page. More-
over, the power of prediction depends on the population density of the
user’s location, the distance of the user from the searched event, and
the actual location of the search query (measured by an IP address).
These findings have been reported by Hassan et al. [70] who investi-
gated the degree to which geographical variables can be leveraged to
detect queries with news intents.

Although the use of IP addresses for inferring actual location
may be imprecise due to the presence of proxies, the occurrence of
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explicit geographical names instead of implicit IP address-based loca-
tions in a query does not imply that the query intent is geographical.
Nevertheless, Backstrom et al. [13] estimated that the percentage of
queries originated from the same IP address is less than 1%.

Geographical names are necessary yet not sufficient to detect geo-
graphical intent, thus requiring other query features. An application of
this evidence has been reported by Yi et al. [176] and consists of tagging
query words using a sort of part-of-speech tagger. The input queries
are then split into a geographical subquery and a non-geographical
subquery — the union of the two subqueries is the input query.

Queries with geographical intent are significantly longer than
queries without, Gan et al. report. However, there are other query
intents characterized by long query length since the user tends to
add words for making a query special, moreover, a long query may
include different intents. Finally, the median of queries with geograph-
ical intent is three words which is not very distant from the median
of queries with geographical intent, that is, two words. The second
evidence reported by Gan et al. is the distribution of query intent
across geographical queries and non-geographical queries. They found
that queries with geographical intent are more frequently transac-
tional queries (see Broder et al. [29]) whereas query without geo-
graphical intent are more likely navigational or informational queries.
They also found that queries with geographical intent are about local
services such as tourism, government, real estate, education, busi-
ness, night life, medical, employment, automotive, whereas queries
without geographical intent are about links, people, entertainment
or people. This distinction is reflected on word distribution across
queries.

2.7 Concluding Remarks and Suggestions

Search task detection is a hard problem. Query intent detection is felt
easier than search task detection thanks to the recent studies on query
intent detection within WWW search that have allowed researchers to
correlate some patterns of data with intents. However, there are situ-
ations which make search task detection feasible (e.g., in a workplace)
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and situations which make query intent detection more difficult than
it is felt (e.g., when the query is very short).

A crucial issue is about whether query intents exist, the other is
about the technical aspects of the methods for predicting intents if
these exist and have to be detected.

Content-based contextual variables are still necessary and some-
times sufficient to the end of detecting query intents. In partic-
ular, queries, if available, are the most important source of evi-
dence in IR for representing query intents since queries often yet not
always have an intent. Moreover, if additional sources of content-based
contextual variables are available, query expansion does still a good
service.

However, two important issues should be considered. First, there
are intents without queries, this situation being known as zero-
query, query-free or no-query IR, which require the utilization
interaction variables. Second, there are queries without intents (for
example, automatically generated queries) this situation making any
contextual variable useless if not noisy. Thus, before engaging in any
automatic query intent detection, these two checks are strongly sug-
gested.

What clearly emerges from the literature on query intent detection
is the insufficiency of only using interaction variables, these variables
being click-through data or implicit relevance feedback data. In par-
ticular, automatically detecting intents only from user behavior is a
complex issue, does not yield good results and asks the combination of
diverse sources of evidence, if possible. As for the effectiveness of using
interaction variables, the reader may consult Table 5.1.

An illustration of the computational costs for building a suffix tree is
reported by Cao et al. [36] who draw on query clustering for mining con-
text from query history and click-through data, and by Cao et al. [35]
who employ click-through data for query classification. These authors
show that click-through data is a good source of evidence for query clas-
sification and indicate that conditional random fields are an effective
statistical model for contextual search.

Further investigation on the user’s search session and tasks has
been performed by Kotov et al. [102]. Leveling et al. [112] report that
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geographical ontology can provide some improvement when integrated
with implicit RF.

As regards the issues of training set construction in the context of
query intent detection evaluation, the reader may consult the paper
written by Li et al. [117] for the solutions of automatically expand-
ing training datasets, which is quite an important problem whenever
datasets are sparse as they often are in contextual search.

Query intent detection is described in Rose and Levinson [147] from
an information seeking and retrieval point of view thanks to a well-
written introduction, related work and useful citations to the back-
ground on user behavior in IR.

The importance of geographical names in query expansion has also
been reported by Sanderson and Han [151].

Shanahan [154] is an excellent account of contextual advertising
that is oriented to an information seeking and retrieval audience.

The TREC relevance feedback track is a source of information about
relevance feedback.

Zhuang et al. [183] confirm that geographical ontology can provide
some improvement.
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Personal Interest

Person: from Latin persona, “actor’s mask, character
in a play,” later “human being.”

Interest: from Latin interesse, “differ, be important,”
from inter -, “between” + esse “be.”

Oxford Dictionary

3.1 Introduction

The users of an IR system are located in a context, place their queries
to the system and hope to receive documents that are relevant to their
own information needs. This happens in theory, though in practice
IR system offer unpersonalized services and are often unable to adapt
search engine result pages to the specific user’s needs.

At the roots of unpersonalized IR systems is the exclusive use
of a content-based query-document matching function for deciding
the relevance of the document to the user’s information need. As
many of these matching functions give high priority to the documents
which match a high number of query words, the final effect is that
the search engine result pages may include redundant results without
meeting diverse, personalized user’s needs.

305
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The adaptation of IR system to personal interests is already known
in the literature as personalization. Personalization means to design
or produce (something) to meet the end user’s individual information
need. This emphasis on the user helps explain the difference between
query intent, which is addressed in Section 2, and personal interest,
which is addressed in this section: intent is a property of a query, inter-
est is a property of a user. The former is related to a task which may
be relevant to many users, the latter is related to some user’s relevant
document aspects.

Personalization is not the only term encountered in the literature
of contextual search for denoting the adaptation of a contextual search
system to the user. Pitkow et al. were among those researchers who
distinguished between contextualization and individualization as the
two extremes of a wide range of contextual search methods. By indi-
vidualization Pitkow et al. [137] meant the “totality of characteristics
that distinguishes an individual” such as “user’s goals, prior and tacit
knowledge, past information-seeking behavior.” By contextualization
they meant the “interrelated conditions that occur within an activity”
represented by “factors like the nature of information available, the
information currently being examined, the applications in use, when,
and so on.”

Within personalization, through query expansion, the user’s query
is in general modified through addition, removal or reweighting of
terms for shrinking the query’s meaning and fitting the user’s interests.
For example, the query “IR,” when issued by an IR researcher,
might be expanded to “information retrieval,” to “spectroscopy” when
issued by a chemist, or to Spanish when issued by a Spanish native
speaker.

Several methods for query expansion are available for adapting a
search engine result page to personal interests. Although query expan-
sion is a means for reranking search engine result pages after some
additional feedback has been collected from the user for which the
contextual search system attempts a personalization, it is not the
best approach to personalization since an expanded query may still
match little diversified search engine result pages, yet the latter may
be different from the previous one. In contrast, diversity is often
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preferred when personalization is a requirement because a diversified
search engine result page would capture the most salient facets of a
query from the most relevant documents at high ranks.

Query expansion is not the only methodology for implementing
personalization, search engine result page reranking is another. When
reranking search engine result pages, the same query is issued for all
users, but the results are re-ranked using interaction, content, geo-
graphical or social variables.

An important problem of implementing personalization is whether
and how to model the user. While users are thoroughly studied and
plenty of models and results have been achieved in information seek-
ing and retrieval, the same success could not be observed for quite
a long time in system-oriented IR. One of the reasons was the lack
of large user behavior data sets, query logs, geographical coordinates
detectors, or social annotation databases. Some progress has been
made, though, especially when research works are accompanied by con-
siderations about the role played by the end user when interacting with
the system or when they are carried out by using efficient computer sys-
tems managing large amount of data by using statistical models. The
research work presented in this section illustrates some approaches to
this problem.

Another crucial issue addressed in the literature is related to
whether personalization is really necessary or useful — although intu-
ition tells us that this is so, the experiments have shown that this is not
always the case and appropriate measures should be utilized according
to the experience reported in Section 3.2.

3.2 Is Personal Interest Predictable?

People would like an IR system to retrieve the relevant documents as
accurately as possible and in particular to filter the documents which
are specifically relevant to the user at a given moment in time — this
would be the task accomplished by a contextual search system. The
problem is that a contextual search system should predict the queries
for which personalization improves the results, and the other queries
for which it can actually harm.



308 Personal Interest

Whenever the system proposes personalized results to a user who
does not want personalization or proposes generic results to a user desir-
ing personalization, the negative feedback may harm the overall system
usability for tasks other than the current one as well as possibly limiting
the diffusion to the user community. The issues raised by the appro-
priateness of personalization are addressed by Luxenburger et al. [122]
who aim to select the queries that are expected to benefit from the
user’s history. To this end, the authors introduce different granularity
levels of a user profile and propose language models for modeling the
user’s tasks. These are obtained by means of a hierarchical clustering of
the history sessions. The history sessions consist of subsequently posed
queries, the result clicks following the queries and the browsed docu-
ments within the same session or the documents browsed independently
of the query. The approach proposed by Luxenburger et al. might well
be placed within Section 2 too. Moreover, Luxenburger et al. have also
investigated the utilization of other contextual variable in contextual
search as illustrated in this section.

An approach to measure and then detect whether personal interests
exist has been illustrated by Teevan et al. [161] who introduced the
notion of potential of personalization. Suppose a search engine result
page is the response to a query issued by two users. If both users were
asked to rate the pages by assigning gains G(i) to every page i of
the search engine result page, it would be likely that these two users
give different ratings. After a user has rated the search engine result
page, the Normalized Discounted Cumulative Gain (NDCG) can be
computed for both users. The NDCG is viewed as a measure of the
individual user’s satisfaction and is a function of both the gains and
the ranks. Indeed, the more the search engine result page is ranked
according to the user’s ratings, the higher the NDCG and the user’s
satisfaction. Suppose the ratings that a group of users would assign to
every page of the search engine result page is the sum of the individual
rating assigned by each individual user of the group to the page — this
sum would be viewed as a sort of collective rating. The rationale of
the sum is that (i) every user equally contributes to the overall group
satisfaction and (ii) if the ratings are treated as independent identically
distributed random variables, the sum is a random variable following
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the law of large numbers.1 In this way, inference about the overall rat-
ing can be made. After this collective rating has been computed, the
search engine result page can now be ranked by this collective rating
and NDCG can again be computed for this new ranking but using
the collective rating. From the user’s point of view, this is not likely
to be an optimal ranking. The NDCG that is computed for the rank-
ing using the collective ratings is not greater than the NDCG that is
computed using the individual user’s ratings and the user’s satisfac-
tion does not increase when he is presented with rankings “decided”
by his group. The latter fact is a consequence of the fact that rank-
ing a search engine result page by the user’s rating is optimal for this
user and any other ranking is suboptimal. The difference between the
NDCG computed from the individual user’s rating and the optimal
NDCG computed from the collective rating is called potential of per-
sonalization, that is, the increase of NDCG that would be achieved
if the search engine result page were ranked by the individual user’s
rating instead of by the collective rating.

The potential of personalization increases as the number of individ-
ual users in a group increases as reported by Teevan et al. This trend
can be explained in mathematical terms. Suppose m users rate n pages
and let ai,j be the ith user’s rate of page j. Without losing generality,
ai,1 ≥ ai,2 ≥ ·· · ≥ ai,n. When m = 1, individual ranking and collective
ranking coincide, that is,

1
m

m∑
i=1

ai,1 ≥ 1
m

m∑
i=1

ai,2 ≥ ·· · ≥ 1
m

m∑
i=1

ai,n.

When adding another user to the group, the collective ranking is the
same as the collective ranking induced by the m users if and only if

am+1,j − am+1,h ≥ 1
m

m∑
i=1

ai,h − 1
m

m∑
i=1

ai,j for any pages j,h (3.1)

1 Suppose that X1,X2, . . . ,Xn are independent identically distributed random variables each
with mean µ and variance σ2. Then, if a > 0,

P

(∣∣∣∣X1 + X2 + · · · + Xn

n
− µ

∣∣∣∣ ≥ a

)
≤ σ2

na2
.
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that is, if the rate given to page j by the new user m + 1 is greater
than the rate given to page j, the ranking will be the same. If the rate
given to page j by the new user m + 1 is less than the rate given to
page j, the decrease must not be larger than the term on the right-
hand side of (3.1). As a matter of fact, the rating given to a page (e.g.,
page j) by the user m + 1 is somehow correlated with the ratings given
by the other users of the group. Therefore, if the collective group rating
given to a page is relatively low, it is probable that the user’s m + 1
rating will be low. When the users of a group independently rate the
pages of each other, the inequality (3.1) will often not hold and the
ranking will soon change, thus decreasing the individual NDCG and
increasing the potential of personalization. When the users of a group
tend to conformly rate the pages, high ratings will be given to highly
rated pages, the inequality (3.1) will often hold and the ranking will
not change, thus not decreasing the individual NDCG nor the potential
of personalization.

The potential of personalization can be used to decide whether per-
sonalization may be useful. Suppose a collective rating and an individ-
ual rating are available. If the gap is larger than a threshold, that is,
the ranking based on the collective rating and the ranking based on the
individual rating are significantly different, the current user’s interests
are significantly different from the group’s interests. At this point, per-
sonalization may be performed since there is a large potential. If the
gap is not significantly large, it is likely that the the user’s interests are
similar to the group’s and personalization is of little worth.

When personal interests have a great variation, a user also has great
variation in the documents the user considers relevant. Therefore, if the
latter were observed, one might infer that some personalization would
be useful.

As explicit relevance assessments are difficult to obtain, interaction
variables may instead be used. Teevan et al. have utilized interac-
tion data in the attempt to surrogate the explicit relevance feed-
back data used in the estimation of inter-rater agreement2 and then

2 A rater is an agent providing assessments, judgments, rates, etc. on information objects
such as documents, terms, links, ads.
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in the estimation of the potential for personalization. Teevan et al.
assumed that the queries for which there is great variation in the
search engine result pages clicked by a user also have great variation
in the documents the user considers relevant.

An interaction measure that is used for measuring variability in
the search engine result pages clicked is click entropy. Remember that
entropy is a measure of the uncertainty in a probability distribution.
In this case, the distribution refers to the set of URLs followed after
the user has issued a query. Low entropy means that there are a few
URLs very frequently clicked and many others rarely clicked (in other
words, low entropy means that predicting the most likely URLs is an
easy task). Click entropy has been used to detect query intents. While
navigational queries are likely followed by only one click, informational
queries are followed by more than one click because the end user would
need to consult numerous documents for collecting a sufficient quantity
of relevant information.

Although click entropy may be used for measuring the variability
of click-through as a proxy variable of relevance, click entropy is not
enough for understanding whether it is worth applying personalization.
For example, given two possible URLs, a query followed by only one
URL by 50% of users and followed by the other URL by the other 50%
has the same click entropy as a query where every user clicks on both
URLs (Teevan et al. [161, 162]). This is because click entropy measures
the uncertainty of a distribution of probability that a URL is clicked
which is independent of the individuals who actually click, although
the variation of the clicks of the first query is high and the variation of
the second query is null. The potential for personalization curves better
capture variation than click entropy because the curves for queries with
the same click entropy but a different average number of clicks per user
have a greater gap than queries with high entropy.

3.3 Understanding Personal Interests
Using Interaction Variables

To make personalization worthwhile, some information about the user
who is interacting with the system is necessary. This information
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is most of the time derived from interaction variables, thus plac-
ing personalization next to the vast domain of query expansion and
relevance feedback — user profiles are sometimes used yet the issues
raised by profile creation and update make these data little practical.

With respect to interaction variables, the experiences with
explicit relevance feedback data, implicit relevance feedback data and
click-through data are the most frequently reported in the literature
and are often employed for search engine result page reranking or for
query expansion.

Many research works on contextual search have utilized interaction
variables for detecting the best search engine result page ranking
for a user. Due to the inexpensive means of collection and the wide
availability of data sets, click-through data have been the most utilized
interaction variables by researchers in contextual search. Because of
this relevance, this contextual variable is addressed in Section 3.3.1
whereas the utilization of the other contextual variables that are used
for understanding personal interests is described in the remaining
sections.

3.3.1 Using Click-Through Data

A method that helps address personalization is the diversification of
the search engine result page. The use of click-through data has often
been paired with diversification, therefore, we are treating these two
topics within this section.

Diversification can be addressed by algorithms that directly learn
a diverse ranking of documents based on click-through data. Thus, the
problem with diversification can be stated as choosing the optimum
set of k pages for a given user population. This is a hard problem
since the enumeration of all the subsets of k pages is required, there-
fore an approximation is necessary. Most learning algorithms aim at
maximizing a total payoff or utility function — this is the approach by
Radlinski and Joachims [141] and Radlinski et al. [142]. Radlinski and
Joachims [141] introduced an algorithm to learn from the preference
judgments between pairs of documents. The judgments were not gen-
uine since the click-through data were used to compile them. Suppose
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preference judgments over documents di and dj for a given query q are
given as input. These preferences are of the form di �q dj , that is, di is
preferred over dj given q. Preference judgments are similar to relevance
assessments, yet there is a quite crucial feature, that is, preferences
are necessarily ternary (�,≺,≡) attributes of a document pair whereas
assessments are n-ary (binary, at least) attributes of a document.

Preferences and assessments are both dependent on the query.
Radlinski and Joachims define a support vector machine for classi-
fying documents according to relevance. Learning the weight vec-
tor of the support vector machine is based on the preference judg-
ments compiled from click-through data. Radlinski et al. explain how
click-through data can be used to learn rankings by maximizing the
probability that any new user will find at least one relevant document
high in the ranking. In order to provide this explanation, Radlinski
et al. [142] report both an offline algorithm and an online algorithm.

The offline algorithm by Radlinski et al. addresses the problem of
learning an optimally diversified search engine result page for one fixed
query. Suppose each user i has different relevant pages Ai and receives a
different search engine result page Bi to his query — it is assumed that
every user receives k pages and the query is the same as that of other
users yet they have different Ais. When he is presented with Bi, the user
clicks on page j with probability pi,j ≥ 0. Assume that the pages are
mutually exclusive, that is,

∑k
j=1 pi,j = 1 for all i. This probability dis-

tribution is a user’s profile, which might not be completely known. The
system gets a payoff 1 if the user clicks, 0 if he does not. The goal is to
maximize the total payoff, summing over all users. Under the (strong)
assumption that click is a perfect proxy of relevance, the total payoff
that is the number of users who clicked on any result can be interpreted
as the user finding at least one potentially relevant page. The event
that a user does not click is called abandonment since the user aban-
doned the search engine result page. For Radlinski et al. abandonment
is an important measure because it indicates that users were presented
with search results of no potential interest. The offline algorithms pro-
posed by Radlinski et al. reach the maximum with probability over a
threshold which depends on the number of iterations. If OPT is the
maximal payoff that could be obtained if the click probabilities pi,j
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were known ahead of time for all users and pages, then (1 − 1/e)OPT
is the best obtainable polynomial time approximation. However, even
this approximation would require a high computational cost, thus a
further approximation is required. An offline algorithm may quite effi-
ciently perform works as follows. Suppose that 0 < ε < 1 − 1/e is set
such that (1 − 1/e − ε)OPT is the wanted polynomial time approxi-
mation. Then, the number r of iterations is fixed in advance. More-
over, a threshold probability 1 − δ is fixed. A random set of k pages
is generated — “random” means that this set is arbitrarily chosen yet
any choice criterion should weighed in order to guarantee algorithm
convergence speed to the maximum. For each iteration, every page of
the k-page set is replaced by one page of the collection at a time and
the k-page set is presented to the user who is asked to click on zero,
one or more pages. At a rank j, after nr presentations, the algorithm
permanently assigns the page that received the most clicks to j, and
moves on to the next rank. At the end of the r iterations, the user was
asked to click rnk times and every page is assigned a rank between 1
and k. In the paper it is proven that the total payoff is greater than

P

(
total payoff > (1 − 1/e − ε)OPT − O

(
2k2 log

(2k
δ

)
r

))
≥ 1 − δ

that is, the probability that the total payoff is greater than a function of
ε,OPT,k,δ,r is not less than 1 − δ. When k is small enough, r might not
be very large. However, the complexity is still high and this algorithm
cannot be used online.

The basic idea behind the online algorithm for diversifying
search engine result pages that is reported by Radlinski et al. [142] is
that every rank j between 1 and k is assigned to a decision algorithm
which chooses the page to be ranked at j from the n pages which have
not been ranked at ranks less than j. After all the ranks are assigned, a
user considers the k pages and clicks on one at most. If the user clicks
on a page actually selected by a decision algorithm, the payoff for the
algorithm corresponding to that page is 1. The payoff for the algorithms
corresponding to all other selected pages is 0 — the decision algorithm
are rewarded independently of each other. Radlinski and Joachims have
proved that the expected total payoff after r iterations is not less than
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(1 − 1/e)OPT − O(k
√
rn logn), where OPT is the maximal payoff that

could be obtained.
Overall, the retrieval effectiveness that is measured as a fraction of

rankings with at least one relevant page is higher than the effectiveness
one would expect if other methods purely based on click-through data
were used. However, it is lower than methods based on content variables
and/or explicit relevance assessments. First, the retrieval effectiveness of
both algorithms is higher than 0.70 only if the users are presented with
pages in the order of tens-of-thousand times. After one hundred thousand
presentations, the retrieval effectiveness increases yet sublinearly.

The offline algorithm appears more effective than the online algo-
rithm, thus reaching an acceptable effectiveness is possible only at a
high computational cost. Moreover, k should be kept small in order
to reduce the computational cost, however, in this way, highly rele-
vant results that are not ranked within the k pages might never be
clicked, which usually leads to the learned ranking never converging to
an optimal ranking or giving suboptimal rankings.

Yue and Joachims [179] also address the problem how the user
chooses a document reranking out of two rankings displayed to him.
However, they bypass the use of proxy variables such as click-through
data and propose an approach based on (implicit) feedback gathered
directly from users. Their approach assumes that a user decides between
two different rankings on the basis of the overall effectiveness — the
user looks at the ranking and perceives the overall quality, for example,
in terms of precision or NDCG. From an algorithmic point of view of
reranking, the problem is to find the best ranking function for a given
user as possible. To this end, given the possible ranking functions, the
author’s approach aims to find a sequence of comparisons between two
functions that eventually ends with a close solution to the optimal
ranking function. The authors define a Dueling Bandits Problem: The
ranking functions in a search engine are points within a space and
the only action is dueling two functions (a single comparison between
two functions is independent of all other comparisons). A combination
of utility, cost, and exploration functions results in an algorithm that
eventually selects a quasi-optimal function. It is suggested the reader
refer to their paper for the technical details.
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A problem that affects the systems that use click-through data for
estimating the user’s preferences over search engine result pages is the
Matthew effect (i.e., the rich get richer and the poor get poorer, see also
Section 4.4.1) in the long run. The Matthew effect has been a problem
suffered in the application of link analysis algorithms for studying the
WWW phenomena and caused by the pervasiveness of the power-laws.

When the Matthew effect affects contextual search, continuing
to show the same personalized information to the same users may
lead to user frustration. Similarly, not showing personalized infor-
mation can hurt search effectiveness. Li et al. [116] have addressed
the Matthew effect in contextual search through three Exploration-
and-Exploitation algorithms which compute an optimum decision
between finding novel interesting items (i.e., additional exploration)
and suggesting the current items (i.e., additional exploitation). These
Exploration-and-Exploitation algorithms share some concepts and
notions of Radlinski et al. illustrated above. With these algorithms, the
system selects some items and receives user feedback (click or non-click)
as payoff. The goal is to find the optimal item selection sequence that
maximizes the total payoff. The first two Exploration-and-Exploitation
algorithms aim at learning (i.e., optimizing) a probability ξ. With prob-
ability 1 − ξ, this algorithm chooses the best action based on cur-
rent knowledge; and with probability ξ, it chooses any other action
uniformly. The parameter ξ essentially controls the trade-off between
exploitation and exploration and it is the analogous of the damping
factor introduced in PageRank proposed by Brin and Page [25]. With
the first algorithm, a search engine result page that contains k links is
divided into three parts. The first part consists of the top ranked k1

pages and will be reserved for exploitation. The third part contains
links to pages that can participate in exploration. The middle part
contains pages that are mixed with the first part and the third part
by the algorithm according to a random sampling. The algorithm is
quite simple. A Bernoulli variable with parameter ξ is sampled until
the third part or the second part are empty. According to the Bernoulli
outcome, a page is moved from either the first part or the third part
to the second part. Such an approach requires the experimenter to
decide the optimal ξ where optimality can only be measured through
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post hoc experiments. With the second algorithm, ξ is not fixed and
the following steps are iterated r times: ξ is sampled from a predefined
distribution of probability which is initialized to the uniform distri-
bution at the beginning and dynamically updated by the algorithm.
Then, the previous algorithm is performed with the sampled ξ and the
resulting search engine result page is presented to the user who clicks
on one out of the presented pages. If the user clicks any page, the prob-
ability that a ξ is sampled at the next iteration step is increased and
the other probabilities are decreased, thus awarding the value of ξ. The
third algorithm is an evolution of the first. At the beginning, the first
part contains the k1 most clicked pages as in the first algorithm. These
top pages are always kept without changing their rank. The other pages
are randomly sampled with a probability distribution defined upon the
click-through rate. The lower click-through rate a page has, the more
likely it will be selected.

3.3.2 Using Implicit Relevance Feedback Data

Contextual advertising is placed in this section, which is devoted to
the use of interaction variables for understanding personal interests,
because contextual advertising can be viewed as a kind of personal-
ization, it concentrates on a user and a search engine trying to catch
a client, which is a situation similar to that encountered in contextual
search. Thus, contextual advertising methods are relevant to contextual
search in order to measure the personal user’s interest in the clicked
pages.

Attenberg et al. [11] pay a great deal of attention on the user activity
performed on the sponsored search advertisements displayed by search
engines next to conventional organic search engine result pages. In par-
ticular, Attenberg et al. showed how to leverage implicit relevance feed-
back data for adapting ads to the user’s personal interests. Their focus
is on identifying patterns in user activity and predict expected on-site
actions in future instances.

Given a user, a query, and search engine result page, Attenberg
et al. wanted to define models for predicting the activity on the trail
originating from this result, conditioned on the fact that the result
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is clicked. Using only click-through data, they found that the click-
through rate of ads does not have a strong correlation with some
implicit relevance feedback data since the initial click on an ad is not
followed by an intense interaction. This outcome explained the authors’
emphasis on detecting personal interests using implicit relevance feed-
back data.

The emphasis on personalization given by Attenberg et al. relied on a
number of interaction variable types such as the number of queries issued
by a user, the average number of clicks per query, the probability a clicked
result will be an ad, and the expected position of a user’s clicked results.
These interaction variables were collected from a navigational toolbar
plug-in. Therefore, these data refer to individual users yet they have to be
anonymized. The click-through data of organic results, sponsored results
and the trails followed across the visited WWW sites have been recorded.
The mathematical model proposed by Attenberg et al. starts from some
empirical observation about the distribution of click-through trail length.
According to the previous literature, it is assumed that the probability
distribution of click-through trail length follows a power law. However,
the parameter of this power law depends on the cluster which includes the
query that initiates the click-through trail. Thus,

kcx
−αc kc =

( ∞∑
x=0

x−αc

)−1

c = 1, . . . ,C

that is, the probability that the click-through trail length is x is pro-
portional to x−αc . The prior probability that a query belongs to a
cluster c is πc. The mathematical model is defined so that to estimate
the unknown parameter vector θ = (α1, . . . ,αC ,π1, . . . ,πC). Using this
mathematical model, suppose q is a user’s query to be classified in one
of the clusters. For each cluster c, the probability p(q|c) that q belongs
to c has to be estimated. If an implicit relevance feedback dataset is
available, the number n(x,q) of click-through trails of length x origi-
nated from a query q can be calculated. Under the assumption that the
trails are independently observed, we have that

p(q|c) =
∞∏

x=1

(kcx
−αc)n(x,q).
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Thus, the probability that q is observed is

p(q) =
C∑

c=1

πcp(q|c).

If the dataset includes the query set Q, the likelihood of θ is∏
q∈Q

p(q)

and the log-likelihood of θ becomes

∑
q∈Q

log

(
C∑

c=1

πc

∞∏
x=1

(kcx
−αc)n(x,q)

)
.

Standard maximum likelihood estimation cannot be employed in this
case, therefore, Attenberg et al. propose an Expectation-Maximization
algorithm for estimating θ.

The search engine result page retrieved in response to the current
information need is likely to be highly useful to estimate the current
contextual variable. Yet it is not the only source of evidence.

Another source of evidence is provided by the time series of the
past system’s responses, that is, all the responses (up to a maximum
time span) are exploited to predict the next response, which has to
be decided. Thus, the system’s goal is to choose an optimal response
when the last action has been observed. Shen et al. [156] aim to illus-
trate how to construct and update a user model based on the implicit
feedback information. Such an approach can naturally be modeled by
classification and in particular by the minimization of a risk function.
According to classification, the optimal response at a given moment in
time is to choose a response that minimizes the risk function. The risk
function is the expected loss over the set of the possible user’s models.
The loss is a function of a user’s model, a system’s response, the user’s
current and past actions, and the system’s past responses. The proba-
bility distribution used to compute the risk is the posterior probability
of a user model given all the observations about the user we have made
up to a time instant. A user’s model represents what the system knows
about the user, for example, the user’s information need representation,
that is, a bag of words and the documents that the user has already
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viewed. In such a framework, the observed data are the set of all user’s
actions while the system’s decisions are the set of all possible system
responses to a user’s action. The user’s actions are modeled as a time
series and thus every action is labeled by the moment in time at which
it was observed (identical actions are distinct if observed at different
moments in time). Instead of labeling every user action, Shen et al.
propose injecting a user’s mathematical model chosen from a fixed set
of user’s models. The goal is to minimize a risk function of the user’s
actions, the system’s past responses and the user’s model.

Melucci and White [129] present a formal framework based on vec-
tor spaces that captures multiple aspects of user interaction and allows
a new mathematical model of implicit relevance feedback to be devel-
oped. The model uses display time, document retention, and interac-
tion events to build a multi-faceted user interest profile. The paper
also introduces some definitions with the aim of providing a useable
terminology and a language for describing context in a principled man-
ner. For each dimension of context, first, a set of orthogonal vectors is
defined such that each orthogonal vector of such a set models one factor
of the dimension of context; second, a basis is built for representing a
context by selecting one or more factors from each dimension so that
a context is modeled by a set of possible contextual factors and one
factor refers to one dimension; lastly, documents are matched against
a context by computing a function of the distance between the vector
and the subspace spanned by the basis such that the closer the vector
to the subspace, the more the object is “in the context.” To implement
these vector spaces, the vectors that represent the contextual factors
are computed by the singular value decomposition of the correlation
matrix between the contextual variables observed from a set of docu-
ments seen by the user during the course of his search. The function of
the distance between the document vector and the subspace spanned
by the eigenvector is then used as a measure of the distance between
the document and the contextual factor.

What is significant from the paper written by Melucci and White is
that it presents a single framework to reason about contextual search
and to design contextual search systems. The framework illustrated by
Melucci and White [129] is generic and can be applied to a range of
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contextual search problems. In this section we describe how the frame-
work can be used to implement an implicit RF algorithm that cap-
tures personal interests. In the framework, vectors which represent the
contextual factors are computed by the singular value decomposition of
the correlation matrix between the contextual variables observed from
a set of documents seen by the user during the course of his search.
As an example, suppose the following six contextual variable (column)
vectors have been observed after seeing six (row) documents:

A =




1 0 3 7 6 7
2 0 9 7 5 6
2 0 7 6 4 5
3 4 8 6 7 7
4 1 3 6 5 5
1 28 7 7 5 4



,

where the columns corresponds to, say, (1) display time, (2) scrolling,
(3) saving, (4) bookmarking, (5) access frequency and (6) webpage
depth,3 respectively — all of these values may refer, for example, to
time or frequencies, and can be seen as contextual variables of user
behavior, which is considered a dimension of context.4 The following
contextual variable correlation matrix is then computed:

S =




1.00 −0.42 −0.14 −0.78 0.11 0.05
−0.42 1.00 0.19 0.38 −0.05 −0.62
−0.14 0.19 1.00 0.07 −0.03 −0.04
−0.78 0.38 0.07 1.00 0.00 0.00

0.11 −0.05 −0.03 0.00 1.00 0.75
0.05 −0.62 −0.04 0.00 0.75 1.00



.

The values of an eigenvector of S are scalars between −1 and +1;
the further a value is from 0 the more the value corresponds is
a significant descriptor of the contextual factor represented by the
eigenvector. The value can be likened to an index term weight.
The sign can express the contrast between contextual variables

3 The depth of a webpage is the number of links from the root of the web site to the webpage
itself.

4 This example is reported in the Melucci and White [129] paper.
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and then the presence of subgroups of contextual variables in
the same contextual factor. For example, the first eigenvector is
b′

1 = (−0.479, 0.516, 0.170, 0.436,−0.308,−0.436) and it tells us that
saving is of little importance, since |bi3| = 0.170 is relatively close
to zero, while the most important contextual variables tend to
cluster: scrolling and bookmarking tend to be performed together
(bi2 = 0.516, bi4 = 0.436) and tend not to be performed when display
time, access frequency, and browsing (bi1 = −0.479, bi4 = −0.308, bi6 =
−0.436) increase. Let bi be one of these eigenvectors and y be an unseen
document. The function of the distance between the document vector
and the subspace spanned by the eigenvector is then used as a mea-
sure of the distance between the document and the contextual factor.
Therefore, y′ · Bi · y is computed. If the unseen document vector is,
say, y′ = (0.71,0,0,0,0.71,0), then the distance is 0.31.

The framework presented by Melucci and White [129] has been sum-
marized in Table 3.1. Although this is a general framework, we decided
to summarize it in this section, which is devoted to personal interests,
and not in a higher section since the survey is about the literature
on contextual search and not on the specific author’s point of view of
contextual search. In this view, context is a vector space and every
(e.g., document, query, factor, variable) is a vector. A vector space is
defined as a coordinate system whose canonical (or standard) basis
corresponds to the contextual variable — every vector of the space is
defined with respect to the canonical bases. Beside the canonical basis
in this vector space, many vector bases can be defined. Every vector
basis that is not the canonical basis refers to either a contextual factor
or a contextual variable. A vector that represents an information object
such as a document or a query is generated by a vector basis in the
same way as the information object is generated by a contextual factor

Table 3.1. A vector space that represents the contextual factors
and contextual variables described in this survey.

Concept of this Survey Vector Space Concept

Context Vector space and its canonical basis
Contextual factor Vector basis
Contextual variable Vector basis
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or a contextual variable. Every vector can be generated by a different
basis in the same way as an information object is generated in differ-
ent contexts. The probability that an information object is in a con-
text is a function of the projection of the information object vector
on to the subspace spanned by the basis vector corresponding to the
contextual factor. For example, consider a three-dimension vector space
defined over the real field. The canonical vector basis is then

e1 =


1

0
0


 e2 =


0

1
0


 e3 =


0

0
1


 .

Suppose there are two contextual variables: click-through rate and
term occurrence. The former has values over the field, that is, {0,1,n},
where n means “two or more,” and is represented by the vector basis

c0 = c0,1e1 + c0,2e2 + c0,3e3

c1 = c1,1e1 + c1,2e2 + c1,3e3

cn = cn,1e1 + cn,2e2 + cn,3e3.

The latter has values over the set {0,1} (i.e., presence, absence) and is
represented by the vector basis

t0 = t0,1e1 + t0,2e2 + t0,3e3 t1 = t1,1e1 + t1,2e2 + t1,3e3.

Suppose there are two contextual factors: query intent and personal
interest. The former has values over the field, that is, {navigational,
transational, informational} and is represented by the vector basis

q1 = q1,1e1 + q1,2e2 + q1,3e3

q2 = q2,1e1 + q2,2e2 + q2,3e3

q3 = q3,1e1 + q3,2e2 + q3,3e3.

The latter has values over the set {0,1} (i.e., not interesting, interest-
ing) and is represented by the vector basis

p0 = p0,1e1 + p0,2e2 + p0,3e3 p1 = p1,1e1 + p1,2e2 + p1,3e3.

Through easy algebraic manipulation, one can show that the
contextual factors can be expressed as linear combinations of the
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contextual variables, thus representing the relationship between them
within a single vector space. The probability that the query intent is
navigational when the click-through rate is two or more is expressed as

p(q1|cn) = |c′
nq1|2.

The probability that the query intent is navigational when the click-
through rate is one or more is expressed as

p(q1|c1 ∨ cn) = q′
1(c1c′

1 + cnc′
n)q1 = |c′

1q1|2 + |c′
nq1|2

(see also Melucci [125]). As the canonical vector basis are orthonormal,
we have that

p(q1|cn) = |cn,1|2|q1,1|2 + |cn,2|2|q1,2|2 + |cn,3|2|q1,3|2

and that

p(q1|c1 ∨ cn) = (|cn,1|2 + |c1,1|2)|q1,1|2 + (|cn,2|2 + |c1,2|2)|q1,2|2

+(|cn,3|2 + |c1,3|2)|q1,3|2,
where |ci,1|2 + |ci,2|2 + |ci,3|2 = 1. This equality similarly holds for the
qs and the ps.

In the rest of this section, we explore the work of Joachims et al. in
greater detail since it provides a machine learning-based approach to
understanding personal interests and in general relevance assessments
using implicit relevance feedback data. This approach to ranking doc-
uments can be extended to personalization since the queries can be
labeled by user labels if appropriate interaction variables have been
observed.

One of the most significant drawbacks in using click-through data
is the bias caused by the system’s ranking and presentation style. This
bias makes the inference from the user’s click-through data almost
impossible or at least unreliable. Joachims et al. found that users
still click on the top-ranked URLs of a search engine result page even
when the most relevant URLs are placed at the very bottom of the
search engine result page. A reasonable explanation of the user’s rigid-
ity in choosing the top-ranked URLs and in sequentially scanning (see
Joachims et al. [88]) the results from the top to the bottom may be
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Fig. 3.1

based on the same assumption which is underlying every IR system,
that is, such a system is designed to serve users as best as possible
and users trust such a system. Nevertheless, this explanation con-
trasts with the fact that diverse users have diverse and personalized
needs, thus a one-size-fits-all IR is unlikely to serve equally every user.
What Joachims et al. have done is to concentrate on unclicked URLs
and not only on those clicked. Indeed, what really matters is to know
whether and possibly why a user did click a result and not click another
result. Therefore, the clicked page is preferred to the unclicked page.
This view is compared with the traditional way of collecting relevance
assessments through the example of Figure 3.1 which shows a five-page
search engine result page and the clicked pages.

An immediate advantage of viewing judgments as preferences is that
a single click or other relevance judgment over a result “spreads” a high
number of preferences since the clicked result becomes preferable to any
other — from one assessment to one million assessments. Preferences
allow effectiveness measures other than traditional precision-based
measures to be utilized. To this end, consider the Cartesian product
between the set of retrieved documents and itself. A search engine
result page (or ranking) can be viewed as a subset R of this Carte-
sian product such that a document pair (di,dj) belongs to R if and
only if di ≺ dj , where ≺ means “is ranked before.” Given two rankings
R1,R2, a measure of correlation is Kendall’s τ and the correlation is
expressed as τ(R1,R2). Kendall’s τ is a function of the number of
exchanges of documents necessary to transform one ranking to the
other ranking. The idea underlying the use of τ is that of indepen-
dent arrangement: If we observe two variables as they were observed
from two seemingly independent urns, and if the values of a variable
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are extracted in increasing order, the extent to which the correspond-
ing values of the other variable depart from the order indicates the
weakness of the correlation between the variables. In the example,
D = 3 pairs are discordant (i.e., 2,1, 4,1, 4,3 of the second ranking
disagree with 1,2, 1,4, 3,4 of the first ranking) and C = 7 are concor-
dant. Thus, τ = (C − D)/(C + D) = (7 − 3)/(7 + 3) = 4/10. A recent
illustration of τ in IR evaluation is given by Melucci [126].

Joachims [86] has argued that τ is appropriate for IR since it is
related to other measures. We add that τ is connected to Binary Pref-
erence introduced by Buckley and Voorhees [32] as an alternative to
the classical retrieval effectiveness measures for facing the problem of
incomplete judgment. BPref is the average degree to which judged non-
relevant documents are ranked before a relevant document computed
over all the relevant documents. BPref was defined as

1
rel

rel∑
r=1

(
1 − |non-relevant documents ranked before r|

min{rel,nrel}
)
,

where rel is the number of relevant documents and nrel is the number
of non-relevant documents. It can be shown that BPref = C/(C + D).
(See also the textbook written by Croft et al. [48, Ch. 8].) It follows that
τ = 2BPref − 1. Suppose the queries of a training set of n examples
have been associated with their optimal search engine result page (i.e.,
ranking) R∗

1, . . . ,R
∗
n, have been given to the retrieval function of an IR

system as input, and have been answered by a ranking Rq for every
example q. However, an IR system cannot produce an optimal ranking
for each query. Therefore, the problem is to learn the retrieval function
that maximizes the average empirical τ between a ranking and the
training examples, this τ being defined as

τ(f) =
1
n

n∑
q=1

τ(R∗
q ,Rq).

Consider a training set containing the five documents of Figure 3.1,
three instances of the same query q, and an optimal ranking for each
instance of the same query; for example, the training set may appear
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as follows:

1 2 3 4 5
2 4 1 3 5
3 5 1 2 4

If another instance of the same query is given as input, the retrieval
function has to find the best ranking. To this end, a value of τ is
computed between each example of the training example and each per-
mutation of the five documents, thus resulting in 3 × 5! = 360 calcula-
tions. A trivial and näıve approach is then based on enumerating and
computing τ(f) for all the possible permutations Rq. However, this
approach is impractical due to the factorial number of permutations.

The second problem is that a query that has no example in the
training set cannot be answered. This is a consequence of the natural
phenomenon that there are very few frequently observed queries and
many infrequently observed queries, as well as many new unobserved
queries. Instead of learning a function that computes the best permuta-
tion (i.e., ordering) of the documents, Joachims et al. have introduced
a utility function that assigns a real-valued utility score to each doc-
ument d and query q. The basic idea is that whenever a document di

is preferred to document dj for a query q, then the utility perceived
by the user who issued q and computed for di is greater than the util-
ity computed for dj . To find the utility function, for each query q,
every document is mapped to a real vector of contextual variables — a
contextual variable is then indexed by both a document and a query. As
the input query q and all the documents d1, . . . ,di, . . . ,dj , . . . in the train-
ing set are known, every contextual variable vector vq(dj) is known.
Learning the utility function is then learning a real parameter vector
w such that w′vq(dj) > w′vq(di), whenever dj should precede di in
the ranking produced by the utility function. Consider the training set
containing four documents of Figure 3.1, three queries and four docu-
ments. For each document-query pair there is a real contextual variable
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vector of R
5, for example:

Document Contextual Variable Vectors

Rank 1 2 3 4 5

query 1
3 1 1 0 0.2 0
2 0 0 1 0.1 1
1 0 1 0 0.4 0
1 0 0 1 0.3 0

query 2
1 0 0 1 0.2 0
2 1 0 1 0.4 0
1 0 0 1 0.1 0
1 0 0 1 0.2 0

query 3
2 0 0 1 0.1 1
3 1 1 0 0.3 0
4 1 0 0 0.4 1
1 0 1 1 0.5 0

Suppose that the four documents have to be ranked against another
query using the following contextual variable vectors:

Document Contextual Variable Vectors

Rank 1 2 3 4 5

new query
4 1 0 0 0.2 1
3 1 1 0 0.3 0
2 0 0 0 0.2 1
1 0 0 1 0.2 0
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where the leftmost column includes the expected document rank. Using
the Joachims [87] package, the calculated document ranking exactly
matches the expected ranking.

3.4 Understanding Personal Interests
Using Content Variables

3.4.1 Using Query Content

Query ambiguity is perhaps the most noticeable symptom of the need
for personalization — for decades, it has often been noted in the litera-
ture that two users issuing the same query often have different intents
and give different meaning to the query words.

Although the findings are not always consistent across different
research works, it is useful to highlight the most significant results
especially in the light of the design of contextual search systems.

Query expansion is perhaps the most widespread method for
extracting evidence about personal interest and in general from context.
The paper written by Pitkow et al. [137] was one of the earliest on con-
textual search and in particular on using query expansion for meeting
personal interests. To our knowledge, they were the first to mention the
idea of comparing the current query with something else for deciding
whether personalization is worth performing. In this respect, Pitkow
et al. proposed comparing the query term and a user model represent-
ing what the user has seen before. If the query is similar to what the
user has previously seen, the system can reinforce the query with sim-
ilar terms, or suggest results from prior searches. If the query is a new
topic, the system should not expand the query or it could help define
what the topic is not about by providing a diverse set of results to
the user — the latter is the standard semi-automatic query expansion.
Interestingly, Pitkow et al. mentioned that user profiles can serve as
filters for ranking the search engine result page.

The specific problem of personal navigation queries is addressed by
Teevan et al. [163]. A navigational query is personal when there exists
one user who more frequently issues the query than other users. A
personal navigation query looks like a general informational query since
it is shorter than the average query yet longer than general navigation
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queries. They are less likely to contain URL fragments and less popular
than average queries, yet they make up a high proportion of the queries
issued by an individual. As a general result, the authors found that
personal navigation queries can be predicted by looking at the number
of times the query is issued — the more the user issues the query, the
more likely the query is navigational for the user.

3.4.2 Using Search Engine Result Page Content

In Luxenburger et al. [122] the following data were observed and stored
to a local database file: the URLs clicked on search engine result pages,
HTTP traffic, queries, clickstream of subsequently visited WWW
pages. Luxenburger et al. defined task as cluster of user profiles in
their work, therefore the sense of “task” appears closer to what we
mean as user than to what we mean as task or intent in Section 2. Due
to this emphasis given by these authors, their work is described in this
section.

The interest in the approach proposed by Luxenburger et al. is due
to the clustering of data of diverse types, that is, interaction variables
(e.g., click-through data) and content variables (e.g., queries and
browsed documents) observed within a search session. Clustering has
been hierarchical, thus making it possible to have small tasks con-
sisting only of a single session, to the largest task encompassing the
whole user search and browse history. The same hierarchical clustering
algorithm is used for clustering search engine result page snippets and
titles and obtaining candidate query facets F1, . . . ,Fm. The approach of
Luxenburger et al. aims at comparing the tasks (i.e., search sessions)
T1, . . . ,Tn with the facets. To this end the tasks and facets are repre-
sented by unigram language models and comparison is measured by the
Kullback-Leibler divergence between a query facet Fi and a task Tj . If
the Kullback-Leibler divergence is larger than a threshold, that is, task
and facet are significantly different, the current user’s profile is different
from the intended meaning of the query, thus refraining from person-
alizing the search results. Otherwise, it is likely that the query refers
to the user’s profile and the slight differences can be reduced and the
search engine result page personalized. Personalization is implemented
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by query expansion and adding the best discriminating query facet
from all other query facets, while being most similar to the task. Lux-
enburger et al. mix different models and give higher weight to the
queries submitted later in the session since they are likely to be better
matches to the user information need and likely to better characterize
the user’s intention than the old queries. Such flexibility is not only
useful when designing IR algorithms but also during the experiments
when the researcher needs to test and tune different parameters.

An aspect that should be considered when designing personalized
ranking methods is efficiency. Indeed, a contextual search system should
choose between client-based personalization (user profile representation
resides on the client size) and server-based personalization (document
representations reside on the server side). Teevan et al. [160] think that
the most efficient solution would be to implement the methods entirely
on the user’s machine, thus only downloading the search engine result
pages. According to their criteria, Teevan et al. suggest that the most
effective and efficient combination of parameters is: corpus representa-
tion approximated by the result set title and snippets, which is inher-
ently query focused; user representation built from the user’s entire per-
sonal, query focused index; document representation based on the title
and snippet returned by the search engine; query representation built
by query expansion based on words that occur near the query term.

However, it is both worthwhile and necessary to note that mov-
ing all the computational costs on the client-side will result in an
inefficient solution if the user’s machine has little power (e.g., a stan-
dard mobile phone) or if the network bandwidth is not broad enough.
Efficiency may be dependent on the user and the query, thus mak-
ing query performance prediction or user profiling somehow necessary
tasks.

3.4.3 Using Profiles and Categories

Predefined categories drawn from some directories or user profiles are a
quite frequently investigated approach to personalization. User profiles
can give appreciable improvements and that, in particular, personal
profiles integrated with general user profiles are more effective than
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either a personal or a general user profile alone. Similarly, using cat-
egories (e.g., those from the ODP) is useful to improve effectiveness
according to Ma et al. [123].

When query expansion selects the number of expansion terms
depending on the user and on the the user’s query, it outperforms
both the original ranking and the personalization in the case of a fixed
number of expansion terms as Dang and Croft [50] and Luxenburger
et al. [122] report. A formalization of the combination of click-through
data, content and user profiles has been described by Sontag et al. [158].
Basically, probability distributions were extensively used in that paper
for modeling every entity playing a role in a contextual search system.
Thus, relevance and contextual variables are modeled as random vari-
ables, feedback is modeled as probability update through the Bayes
rule, decision is supported by divergence measures.

When query expansion is insufficient, it might be integrated by
the user’s search history as proposed by Liu et al. [121] who propose
modeling and gathering the user’s search history for constructing a
user-focussed profile and a general profile based on the ODP and for
deducing appropriate categories for each user query based on the user’s
profile and the general profile.

The combination of general and personal profiles is crucial to reduce
the problems due to bias and fitting. Liu et al. relate a search his-
tory to every user. A user search history consists of queries, relevant
documents, and related categories and is represented as a tree model
where nodes are information items and edges are relationships between
nodes. The root of a search record is a query. Each query has one or
more related categories. Associated with each category is a set of doc-
uments, each of which is both relevant to the query and about to the
category — in this way both relevance and aboutness are considered
in the same model. After building the tree-model of the user search
history, a user profile can be built from a set of categories and a set of
weighted keywords can be built for each category.

The key notion of the user profile is that each category represents
a user interest in that category. The user’s interest in the category is
tuned by the weight of a keyword. Mathematically the user’s search
history is represented by a relevance matrix which is constructed from
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the user queries and the relevant documents (here a document is either
a query or a relevant document), and an aboutness5 matrix built from
the relationships between the categories and the documents. Given a
relevance matrix and an aboutness matrix, the aim is to compute a user
matrix that represents the user’s profile. The matrix that describes
a user is the result of the product between a category matrix and a
keyword matrix. The rationale behind this product is that a keyword
matrix associates the keyword to the categories but this association is
filtered by the user’s profile because the final aim is to detect keywords
which match the user’s categories and are good candidates for query
expansion. Liu et al. illustrates four different methods which have some
matrix operations in common.

The common idea of these methods is that a relevance matrix and
an aboutness matrix are related by the user matrix through linear oper-
ations. In particular, it is assumed that the relevance matrix, which is
known, is the product of the aboutness matrix, which is known too, with
the user matrix, which is the unknown. To compute the user matrix,
regression is implemented by using singular value decomposition or
linear model — the details are in their paper. While a user profile is
a set of categories in the paper written by Liu et al. [121], it is a den-
dogram6 according to Luxenburger et al. [122]. A dendogram ranges
from small sessions consisting of only a single session to the whole user
search and browse history.

The idea of structuring the user’s profile in a hierarchical struc-
ture has been transposed to search engine result pages. Each result is
represented by its title and snippet information to obtain candidate
query facets which represent the different aspects the query might span.
Each obtained query facet and each session is represented by a unigram
language model.

As mentioned above the indiscriminate application of personaliza-
tion, for example, by using a category-based profile as proposed by

5 The term “relevance” and “aboutness” are adopted by us to stress the combination of
relevance and aboutness.

6 A dendrogram (from Greek dendron “tree,” -gramma “drawing”) is a tree diagram fre-
quently used to illustrate the arrangement of the clusters produced by hierarchical clus-
tering (from Wikipedia [175]).
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Liu et al. [121] to all the user queries, is not always appropriate. Indeed
the user may feel disturbed by personalization when accomplishing her
task because what has been thought “personal” for one user does not
necessarily fit another user or no longer fits the same user even after a
short time. Such a feeling happens because user interests change over
time: a user sometimes is interested in different categories in the same
timespan, or even personalization may impede a user’s desire of explor-
ing new topics.

3.5 Understanding Personal Interests Using Social Variables

Social variables are observed from user groups. When social variables
are used to understand personal interests, it is crucial to detect the
user’s groups. The importance of correctly detecting the user’s groups
has been found by Teevan et al. [164] who investigated the effect of
user group profiles on personalized search.

The most important finding is that groups can provide effective evi-
dence for detecting personal interest only if these groups have cohesive
interests, otherwise the retrieval effectiveness can significantly drop.
This is the reason that social tagging, which is addressed in the remain-
der of this section, can effectively work: social tags is a means for mak-
ing groups cohesive since the users of a group share the same tags and
are then likely to share the same interests.

The users of social tagging systems organize and share their own and
the other users’ content. Through tags, users annotate each document
with any number of freely chosen words.

The combination of organization, sharing and tagging makes social
tagging systems an interesting playground where the social dimension
and the personal dimension interact with interesting results.

The main problem for the designers of social tagging systems
enhanced with contextual search functionalities is that the simplistic
and unrestricted vocabulary is a reason of failure in retrieving relevant
documents, yet it is a great facilitator for the users.

A significant result of the interaction between the social dimension
and the personal dimension is that the personalized categorizations and
annotations defined by a user can in principle help the other users in
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locating documents. In this way, personalization can leverage the large
size of social variable data sets.

The world of social tagging is addressed by Harvey et al. [69], for
example, who address the missing match between annotation vocab-
ulary (i.e., the set of words used by the users for tagging) and user
queries due to the data sparsity which is in turn caused by the large
size of the vocabularies and the shortness of the queries. In their paper,
Harvey et al. describe two applications of the latent Dirichlet allocation
models.

A latent Dirichlet allocation model views entities (e.g., documents,
words, topics, users) as variables and the observed values of these
entities as outcomes of these variables. Not only does each outcome
have a probability of being observed, but it also has a series of condi-
tional probabilities, that is, the probability that an outcome is observed
conditioned to the observation of an outcome of another variable.
Another feature of latent Dirichlet allocation is that the probability
distributions of the outcomes are governed by parameters which are
in turn variable — the parameters are described by Dirichlet distri-
butions. Moreover, there exist latent variables and observed variables
in latent Dirichlet allocation — the latent variables are often called
topics.

When applied to social tagging, latent Dirichlet allocation models
are used to describe three entities, that is, documents (or resources),
users and tags where each entity is described as a vector of words
from a common vocabulary. Tags, documents, users, topics, and words
are assigned a probability distribution defined in terms of the con-
ditional probability distributions of the entities. Defined in this way,
latent Dirichlet allocation models make it possible to infer the topics
that are in common to the users on the basis of the tags assigned to
the documents.

Another use of social variables occurs when the users are interested
in some personally selected topics. The problem of tracking and detect-
ing topics in a continuous stream of short natural language texts is
addressed by Lin et al. [120]. Although it resembles Information Filter-
ing or Topic Detection, these texts that have to be filtered are actually
short (max 140 characters) messages called “tweets” which are sent
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by users called “followers.” Tweets are a difficult source of evidence
because they: are very short; convey little information; change rapidly
over time.

Another source of difficulty with “tweets” is due to the fact that
the hashtags are not elements of any syntax, but were invented by the
followers to describe their tweets. This means that nothing can prevent
the advent of some special tag. Moreover, computational problems are
quite challenging because of the high arrival rate of tweets. Lastly,
although the topics of interest are generally coherent and stable over
short time intervals, tweets may be about many different entities.

Despite the computational issues, tweets offer interesting opportu-
nities since they might be a source of evidence about what users are
doing (task), who they are interacting with, where they are located,
thus making them a potential source of evidence for contextual search.
In Lin et al. [120] the authors use language models which are trained
using hashtags and are adaptive because new tweets update the proba-
bility distribution. The language models then filter the tweet stream by
computing perplexity. Perplexity is an Information Theory measure of
the degree to which a probability distribution (i.e., a Language Model
in this case) can generate a tweet — perplexity is actually quite similar
to the statistical likelihood function.

Language models allow Lin et al. to model the evolution of hashtags:
the authors want to detect recent tweets yet do not want lose past
tweets. A good smoothing of “foreground” and “background” provides
effective estimates of term distributions across time. Language models
provide a good tradeoff between novelty and sparsity. The results of this
work suggests that simple approaches work well in terms of tradeoffs
between efficiency and effectiveness.

An interesting situation that emphasizes personal interests and non-
textual media is image retrieval. von Ahn and Dabbish [168] introduce
a game such that the people who play the game label images for us.
Their system, called “the Extra Sensory Perception game,” is played
by two participants who are not necessarily subjects of a user study.
This game is instead intended as an online game played by a large
number of players. Participants are assigned images so that for each
image there are two or more participants playing with it and each
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pair of participants share an image. Each player has to guess which
word the other participants is going to type by typing the word. As
both participants have in common only the image about which they
are typing a word, they tend to type words that are related to the
image — the game ends when both participants type the same word,
thus agreeing on the content of the image.

The idea underlying the Extra Sensory Perception game is similar
to the ideas underlying other approaches described in this section: the
mutual relationship of Hyperlinked Induced Topic Search; the endorse-
ment relationship of PageRank; the reuse of hashtags in tweets.

Overall, the results reported by von Ahn and Dabbish indicate that
these games are an effective means for describing large quantities of
images in a short time. In particular the results indicate that: partic-
ipants in the Extra Sensory Perception game are willing to play, the
latter being not taken for granted; there was a high inter-participant
agreement on the words assigned to the images; the majority of the
words are useful in describing each image; the majority of subjects
think almost no word is unrelated to any image — the reader may
want to read Robertson et al. [146].

When personal intents are related to what and where a particular
user was interested or paying attention to, large photo collections can
be leveraged. Yet, these collections need representation and often inter-
connection to be effectively used. Tuite et al. [165] introduced a similar
“gamification” of the solution to the problem of adding representation
to documents. Their PhotoCity is a game that allow players to capture
photos and that processes the photos using computer vision techniques
for incrementally expand 3D models. The players capture virtual flags
and castles, thus contributing to digital 3D replicas of real buildings.
The result of the game is a set of detailed 3D models and a large set of
photos that densely cover an entire area from many different angles.

In this section, we are also describing another approach to personal
interest detection which is based on the past queries issued by other
users and is aimed at modifying the current user’s query. The approach
is by Jones et al. [91] who described a method for query modification
that is based on past users’ queries, phrase similarity, and query sug-
gestion ranking. Their results are striking and are worth description.
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The basic idea is to exploit candidate reformulations expressed as pairs
of successive queries issued by a single user on a single day. For each
pair (q1, q2), it is assumed that qi is a realization of a Bernoulli random
variable with parameter pi. Then, a hypothesis test is performed with
null hypothesis p1 = p2. As is customary, a log-likelihood ratio is com-
puted. To solve the problem due to very few frequent queries and many
rare queries, Jones et al. segment a query into phrases, thus collecting
much more statistical evidence for computing the likelihoods.

Another use of social variables for tailoring documents to the per-
sonal interests has been described by De Francisci Morales et al. [51].
In that paper, they observe that the “tweets” relevant to a news item
precede press release and decrease while newswires are continuing. The
social network of micro-blogs can then anticipate the news relevant
to the user’s interests. The model proposed by De Francisci Morales
et al. recalls the vector space model since it is a mixture of matrices
connecting users, “tweets” and news.

Finally, a combination of social variables and geographical variables
is described by Kinsella et al. [100]. This is another example of how
language models can be exploited for modeling and integrating diverse
contextual variables together. In these contexts, it is crucial to define
the best contextual variables and then to accurately estimate the prob-
abilities as possible. The contextual variables used by Kinsella et al.
are geographical coordinates extracted from geotagged “tweets” which
allow them to model locations at varying levels of granularity. Using
these contextual variables, prediction of the location of an individual
“tweet” and of the location of a user is calculated.

3.6 Understanding Personal Interests
Using Geographical Variables

The most known utilization of geographical variables in IR is multi-
lingual text retrieval. In that context, the user’s location is exploited
for inferring the preferred language, style, and content from a multi-
lingual collection of documents.

A more refined detection of the user’s location permits a contextual
search system to associate geographical variables to a specific user, thus
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resolving the problem of describing the user — if the user is frequently
located at the same place, whatever happens at that place is likely
interesting for the user. This is the idea expressed by Bennett et al. [21],
which differs from the idea expressed by Zhuang et al. [183] because the
latter exploit geographical ontologies while Bennett et al. exploit the
user’s location. Bennett et al. first estimate the probability that a URL
is located at a location represented by a longitude/latitude pair. The
estimation data are obtained from data sets of which tuples associate
the visited URLs and the location at which the page is visited. Then,
some contextual variables about URLs and locations are computed. In
particular,

ENTROPY(u) = Eg(− log(p(g|u)))
and

KL(u,b) =
∑

g

p(g|u) log
(
p(g|u)
p(g|b)

)

are computed where u is a URL, g is a location, and b is the background
distribution. Location p can be a precise proxy of a user when, for
example, it is provided by location sharing services, which allow users
to voluntarily annotate the specific time that a user was at a location.
When g is an effective proxy of user, these contextual variables can
be used for detecting personal interests — see for example the work
carried out by Cheng et al. [43].

Belkin et al. [18, 19] already illustrated that an information need
derives from an ASK which in turn results from a problematic situation.
When a problematic situation is a natural disaster, such as an earth-
quake or hurricane, the users’ information needs become urgent and
strong. When natural disasters are considered, considering the physi-
cal detachment of the user is indeed “natural” and becomes a crucial
contextual variable affecting the personal interests — the farther the
user is from the disaster, the less the user is interested in it.

As natural disasters heavily involve people, the user is likely to be
more interested in such an event if he is connected with friends or
relative involved by the event. Yom-Tov and Diaz [177] investigate how
the users’ information need is affected by their physical detachment,
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which is estimated by their physical location in relation to that of
the event, and by their social detachment, which is estimated by the
number of their acquaintances who may be involved by the event.

Of the work carried out by Yom-Tov and Diaz we would like to
emphasize the simple mathematical model which leverages language
models. The elements of the model proposed by Yom-Tov and Diaz [177]
are: topic t, aspect a, and user u. A topic is represented as a set of
queries users may issue when seeking information about that topic,
Q(t), and the set of documents which may satisfy users seeking infor-
mation about that topic, R(t). An aspect is a part of a topic and
therefore each topic may be partitioned into aspects. A user is inter-
ested in one or more aspects of a topic. The probability p(a|u) that a
user u is interested in aspect a can be estimated on the basis of differ-
ent contextual variables. In particular, physical detachment and social
detachment are contextual variables used to this end. Using these ele-
ments, Yom-Tov and Diaz [177] introduce the probabilities necessary to
predict the user’s personal interests. For example, let U(d) be the set of
users physically detached from an event by d, which is the geographic
distance between the user and epicenter of the event, the probability
that u ∈ U(d) is interested in t can be estimated as

p(t|U(d)) =

∑
u∈U(d) |Q(u) ∩ Q(t)|∑

u∈U(d) |Q(u)| ,

where Q(u) is the set of us queries.

3.7 Concluding Remarks and Suggestions

Although many decades have passed since the early experimenta-
tion in query expansion and relevance feedback, query expansion
and modification is still an effective method for personalizing the
search engine result page to the user’s personal interests. Therefore,
before embarking on complex methods, query expansion is still worth
investigation.

Nevertheless, the use of query expansion in the past research works,
especially if implemented by relevance feedback, suffered from much
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noise due to the addition of irrelevant features to, or the removal of
meaningful features from the original query.

Within contextual search, this phenomenon can be termed lack
of need of personalization, that is, little potential of personalization.
Therefore, checking that personalization is worth implementation
within a contextual search application is a helpful step.

Other sources of content, such as search engine result pages or docu-
ments, are a valuable sources for personal interest detection, thus, these
contextual variables should be considered when designing methods for
personal interest detection.

On the contrary, social variables are still not fully reliable since the
social phenomena and the related research clashes with the issues of
privacy and spam.

The diversification of a search engine result page may be an effec-
tive way to improving contextual search and adding personalization,
however, the use of machine learning-based methods requires reliable,
large data sets, some assumptions and a great deal of computational
resources. This is especially true when interaction variables are uti-
lized for detecting personal interests — dense data sets are needed for
achieving reliable parameter estimation.

User modeling through profiles and categories may provide some
additional power, however, at the expenses of generality and flexibility.

Implicit Relevance Feedback data may provide some additional
input if these are carefully selected and checked; for example, display
or dwell time may be a good proxy of personal interests, yet some data
analysis is necessary to test whether this is case.

The paper written by Agichtein et al. [2] is rich in experimental
results and useful suggestions. Other details on the Matthew effect
are provided by Broder et al. [29]; as that paper addresses frequent
queries, it should be read together with the paper written by Broder
et al. [28] devoted to rare queries. Chakrabarti et al. [41] is worth
reading because it focusses on a couple of issues: the lack of feedback
on what happens when advertisements are displayed along with the
search engine result pages but not followed by the users; the lack of
content-based context when advertisement displays and click-through
data are matched. Hence, the authors investigate Statistical Models
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(statistical models) for integrating word-based page representations
with Click-Through Data (click-through data) for predicting correct
advertisement displays. The overall problem and approaches to tag-
ging and linking large photocollections is, for example, described by
Crandall and Snavely [46]. A well-written paper with some interest-
ing ideas on surrogating the availability proprietary query logs is by
Dang and Croft [50]. Diaz [53] clearly explains the methods and gives
a background on probability that is rather helpful for understanding
the content of many contextual search papers, although the topic is
not easy to newcomers. Diaz [53] models as prior distributions of prob-
ability of the features and he makes useful connections: between dis-
tributed IR and news integration; to query classification (user intent
detection); to the non-stationarity of the news vertical; topic detec-
tion; Information Filtering; active learning; mining bursts in query logs
(burst detection); models of user click behavior. The thorough study
reported by Di Buccio [52] addresses many theoretical, methodological,
and experimental aspects of implicit relevance feedback — the litera-
ture survey complements this survey. A proof-of-concept tool for task
context-based search that has been designed and evaluated is presented
by Gyllstrom et al. [67]. The paper written by Hong et al. [73] is another
research work relevant to the combination of social and geographi-
cal variables for personal interest detection. The paper by Joachims
et al. [88] is one of the best ones on this subject as it contains useful
information to be considered when designing user studies and analyz-
ing click-through data. An investigation of the usefulness of display
time is by Kelly and Belkin [96]. A knowledge discovery in databases-
oriented paper is by Li et al. [116] where evaluation is based on simu-
lation fueled by logs provided by a commercial search engine company.
Although the employed algorithms may be computationally expensive,
it is worth investigating if they can compete in a real setting and
dynamic environment. The introduction and the technical sections are
clearly written also for non-experts in machine learnings. Moreover,
the pseudo-code algorithms are useful and necessary to understand
and replicate the experiments. Liu et al. [121] report simple statistical
methods. A detailed description of how to employ language model is
reported by Luxenburger et al. [122]. Ma et al. [123] report a prototype
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tool and the related evaluation. Melucci and Rehder [128] describe an
extended Vector Space Model introduced for dealing with the specific
problem of searching for information relevant to the researchers of a
Space Agency, thus showing another example of contextual search in
workplaces addressed in Section 2.4.3. The framework presented by
Melucci and White [129] has further been generalized and reported by
Melucci [125]. As for the Kendall τ , see for example Melucci [126]. The
article by Pitkow et al. [137] is a good exposition of some points of this
survey. An early innovative proposal of actual prototype is by Shen
et al. [156]. The paper by Teevan et al. [160] is not a statistical paper
in a strict sense, yet it addresses some basic problems of contextual
search from an implicit relevance feedback point of view.

It is interesting to note that more complex statistical models do not
seem to be superior to relevance feedback. The paper written by Teevan
et al. [162] is a beautiful paper on evaluation. The technical part is con-
fined to the methods and is useful for explaining the evaluation findings.
The other paper written by Teevan et al. [161] belongs the same stream
of research and gives results on whether the use of personal context is
feasible or effective in a situation where the participant’s behavior is
affected by diverse hidden variables that, for example, reduce the will-
ingness or the ability to provide additional information regarding their
need. Teevan et al. [163] reports a heuristic method that worked for
the authors’ data set. Note that there are papers of theirs with sim-
ilar algorithms. An interesting theoretical contribution is by Yue and
Joachims [179].



4
Document Quality

Document: from Latin docere, “teach.”
Quality: from Latin qualis, “of what kind.”

Oxford Dictionary

4.1 Introduction

In noncontextual search, relevance is usually referred to a form of expres-
sion of the overall value of the document itself as a whole and no attention
is paid to other qualities of a document than the relevance of the docu-
ment to the user’s need of information. This means that, for example, a
non-contextual search system equally ranks both a document written by
an effective expert of a topic and a document written by an amateur of
the same topic. It would in contrast be of crucial importance to have some
separate information on other qualities than relevance.

The fact that the characteristics of document quality other than
relevance were not separately considered in the early days of IR can
be explained by three facts: first, the collections that were managed by
the IR systems at that time were always controlled; second, the user’s
information needs were somehow standardized and the IR systems were
built by considering a restricted set of user requirements — any notion

344
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of context was simply ignored; finally, quality and importance may vary
depending on the contextual factor and these are becoming important
in the modern contextual search systems.

In this section, we address document qualities other than relevance,
in particular, we address authoritativeness, attractiveness, worthiness,
and novelty. In the literature we have surveyed, these qualities have
often been addressed using statistical models applied to contextual
variables.

4.2 Detecting Document Quality
Using Interaction Variables

4.2.1 Detecting News Novelty

In this section we describe some exemplar research works on detecting
news novelty using interaction variables. Detecting news is somehow
related to query intent or personal interest detection, since a contex-
tual search system has not only to predict whether a query is about
a specific document type, but also to predict whether this is the type
of document wanted or of interest to the user. For example, there are
queries expressing the need of news and a system should be able to
respond with news: the intent is to have news while the documents
should be qualified as news.

A common way followed by search engines is to respond with a
classical search engine result page integrated with a news box on the top
of the page. Once the news items are displayed, users decide whether
to click on one of these news items. From a contextual search point
of view, a system has to decide whether news items are worthy with
respect to novelty; an old news item is much less useful than a fresh,
novel news item.

Diaz [53] assumes that there is a strong correlation between the
click-through rate of the news displayed along with a search engine
result page and newsworthiness, such that the higher the number of
users clicking on a news item, the higher the probability that the news
item is novel. The other assumption is that similar queries relate to the
same news. Diaz designs a classifier that, after appropriate training,
can decide about news publishing with minimum error. The features
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that are used at training time are the number of past queries very
similar or identical to the current query and the number of documents
that were viewed after both current and past queries were issued. By
using these features, the parameters of a Bayesian statistical model
are estimated; the adoption of the Bayesian statistics comes from the
probabilistic nature of the parameters that drive the decision about
news publishing.

According to Diaz, one potential drawback to the use of Bayesian
statistics is maintaining a collection of dense language model vectors
of previously seen queries. Even worse, given a new query, such a
language model should be computed for each of these previously seen
queries. In practice, he avoids much of this cost by only using the top
terms and inverted indices for storing previously seen queries.

The problem of deciding whether news items are to be displayed
becomes harder when events come one after the other at a speed that
makes the reuse of past events useless or difficult. The problem of
identifying breaking news is addressed by Li et al. [114] where the
authors address the problem using a multi-armed bandit model, that
is, a statistical model sequentially selecting news based on the infor-
mation of the user and news, and adapting itself on the basis of the
user’s click-through data in the same way a player who selects one arm
of a bandit out of the possible arms receives a payoff and sequentially
learns how to select the next arm for maximizing the total payoff.

To detect news, the multi-armed bandit algorithm used proceeds in
steps. At each step, the algorithm chooses an arm (i.e., a news item) and
expects a payoff that depends on both the user and the item; the user
decides whether to click the item and the system receives the actual
payoff; the system learns the best item depending on the payoffs; the
total payoff is defined as the sum of the payoffs received in the trial.
The final goal of a multi-armed bandit algorithm is to maximize the
total payoff.

4.2.2 Detecting Authoritativeness

In Section 4.4.2, we mentioned the PageRank algorithm proposed by
Brin and Page [25] when illustrating the use of social variables for
detecting page authoritativeness.
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The WWW links are social variables exploited by PageRank as a
source of evidence. Some investigations have been made in order to test
whether interaction variables can substitute WWW links in detecting
authoritativeness. Zhu and Mishne [181, 182] report a click-through
data-based algorithm called ClickRank as a possible substitute of
PageRank.

Suppose sessions have been extracted from a click-through data set.
A session contains data about the user’s behavior when interacting with
a small set of WWW pages, performing a task, or querying with an
intent.

The data that reveal the importance the user gives to the pages are,
for example, dwell time on a page and the click order within a general
trail of user activities: accessing one page before, more frequently, or for
a longer time than another page in the same session may be interpreted
as an endorsement by the user of the page in the session. Given these
data, consider a session j and a page i. The session can be viewed as
an ordered list of pages displayed in a search engine result page visited
by the user. We have the ClickRank of i in j, that is,

CLICKRANK(i, j)

=
∑

event k of session j

wr(k,j)wt(k,j)I(i is visited at event k)

where

wr(k,j) = 2
nj + 1 − r(k)
nj(nj + 1)

is the rank weight of event k of session j including nj events, r(k) is
the rank of the page involved at k — the larger the r(k) is, the lower
the wr(k,j) is — and

wt(k,j) = (1 − e−λdd(k))e−λll(k)

is the temporal weight of event k of session j, d(k) is the dwell time
on the page at event k, l(k) is the latency time of the page, and the
λs are mean parameters. The larger d(k) or the smaller l(k) are, the
larger the temporal weight function. I is the indicator function.

An example of the combined use of link analysis algorithms and
interaction variables for detecting document authoritativeness is the
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paper by Almeida and Almeida [6]. This paper presents a rank-
ing function that combines two contexts: the content of the objects
being retrieved and the community of the user. The authors exploit
link analysis algorithms with user sessions; a user session is a sequence
of accesses issued by a user during a single interaction with a service. A
link between the sessions is simulated by a function matching the con-
tent of two nodes; the function is the cosine of the angle between the
vectors that represent the nodes. The resulting graph is then described
in matrix form and is processed through Hyperlinked Induced Topic
Search (HITS) by Kleinberg [101]. Thus, each session is assigned two
scores: the authority score and the hub score. The combination of two
or more eigenvectors of the co-citation or the bibliographic coupling
matrices produces the communities. Almeida and Almeida found that
the top half of the search engine result page includes the best commu-
nities and the bottom half includes the worst communities.

4.3 Detecting Document Quality Using Content Variables

4.3.1 Detecting Attractiveness

By document attractiveness, we mean the quality of a document having
beneficial features that induce to accept what is being offered through
such a document without necessarily knowing the content of the docu-
ment in advance.

The basic problem of detecting attractive documents is being able
to automatically predict whether or not an individual document or
an entire set of documents is attractive and not necessarily or only
relevant enough to the user’s information need to be added to a
search engine result page.

The best known instance of document attractiveness regards con-
textual advertising. The problem is to automatically predict whether
or not an individual ad or an entire set of ads is attractive enough
to be displayed along with a search engine result page. In contextual
advertising, attractiveness has an immediate and clear economical
implication: the goal is to show a limited number of relevant ads and
at the same time not drive the user away. It is often undesirable to
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show many ads; on the contrary, it is sometimes desiderable to not
show them.

We are concentrating on ad attractiveness in this section because it
may correspond to a quality of a document delivered by a contextual
search system which aims at picking out a few documents deemed par-
ticularly relevant, that is, attractive to the user; the correspondence is
between ad and document and between ad attractiveness and document
attractiveness to the user.

An ad ranking system is a specialized IR system selecting the best
ads that match a query, are paid by customers and perhaps clicked by
users. Suppose an ad ranking system provides a ranked ad page.

A simple approach to selecting attractive ads is to set a threshold
and cut the bottom ranked ads off the list. A thresholding algorithm
decides the top-ranked portion of the ad ranked page to be displayed.
The lower the threshold is, the higher the level of coverage is, where
coverage is defined as the proportion of queries for which at least one
ad is displayed. Of course, different thresholds display different ads. If,
for a given query, all of the ads have a very low score that is below the
threshold, no ads are displayed. The primary advantage of thresholding
is that it is very simple to implement, but the primary disadvantage
is the need to choose a threshold. In fact, effectively modeling such
tradeoffs appears to be a difficult problem.

Broder et al. [27] use a thresholding algorithm as the baseline
for their machine learning-based method modeled as a support vector
machine-based binary classifier. Given a query and the set of candi-
date ads, the goal is to predict whether or not the entire set of ads is
relevant enough to be displayed. Therefore, the prediction mechanism
takes a query and a set of ads as input and produces a yes/no decision
as to whether the entire set should be displayed.

Clearly, the classification of entire sets of ads is more complex than
a straightforward binary classification of individual ads and poses some
challenges to evaluation. One reason is that training sets are usually
available in a query/ad/judgment form and have to be processed so
that a query/set of ads/judgment is available. A natural way to proceed
is to average the individual judgment. However, an average judgment
is a rational number and therefore a threshold is again necessary.
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Broder et al. decided not to keep threshold aside as an external param-
eter, in contrast, they keep the threshold as an internal parameter of the
model. The first step to building a classifier is feature selection. Broder
et al. have selected the features for their support vector machine so
that two factors are considered when a set of ads is classified. The first
factor is the degree to which an ad is about a query (aboutness). These
average features are computed under the assumption that these fea-
tures will be useful for predicting whether an entire set of ads is about
or not because the ad ranking system used them to decide whether
an individual ad is about the query. The features that were considered
are: number of words overlapping query and ad; cosine-based simi-
larity between query and ad; probability of translation of words; the
expected mutual information measure between a query word and an ad
word; the χ2-based measure of association between a query word and
an ad word; the overall bid price of the set of ads. The other factor,
which has been called cohesiveness, is the degree to which the ads of
a set are mutually cohesive within the set. Broder et al. adopt two
different yet related cohesiveness measures: clarity score and entropy,
defined as follows, respectively:

CLARITY(pa,pc) =
∑

z

pa(z) log
pa(z)
pc(z)

and

ENTROPY(pa) =
∑

z

pa(z) logpa(z),

where pa(z) is the probability of an ad z within a set of ads, and pc(z)
is the probability of an ad z within entire collection of ads. Their paper
reports the details of probability calculation.

The notion underlying CLARITY and ENTROPY has also been
adopted by Zhou and Croft [180] for measuring the quality of a doc-
ument as the divergence between the probability distribution over the
words of a document and the probability distribution over the words
of the “average” document of a collection. The rationale behind the
measure proposed by Zhou and Croft, which we are calling QUALITY,
is that low quality documents have unusual word probability distribu-
tions, that is, if a document differs significantly from the word usage
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in an average document, the quality of this document may be low. In
the QUALITY measure, the average document is represented by the
collection language model. More concretely, the collection-document
entropy of the word probability distribution in the collection is first
computed as CLARITY(pc,pd), where pc is a word probability distri-
bution in the collection, pc(w) is the probability of an word w in the
collection, p(d) is the word probability distribution in the document d,
and pd(w) is a probability of w in d. Moreover, the information-to-noise
ratio INFO(pd,pc) for d and c is computed as as the total number of
terms in the documents after indexing divided by the raw size of the
document. Clarity (i.e., divergence) and information-to-noise ratio are
“injected” into the probability that d is a high quality document in a
collection c as follows:

QUALITY(pd,pc) = CLARITY(pc,pd)INFO(pd,pc).

Along the same line, Bendersky et al. [20] proposed a quality-biased
ranking method that leverages features of document quality combined
through a Markov random field.

A Markov random field is a probabilistic model such that a set of
random variables are assigned a probability distribution which empha-
sizes strong dependencies between some small sets of variables while
assuming independence between the other variables. A common view of
a Markov random field is an undirected graph whose vertices are vari-
ables and edges are dependencies. The strong dependencies between
some small sets of variables are cliques; an example is provided by
Figure 4.1. Thus, the probability function of a Markov random field g
is given can be as follows:

p(G) =
∏

c is a clique of G

ψ(c),

where G is the graph representing the Markov random field. The prob-
ability function ψ(c) is usually written as an exponential family of

Fig. 4.1 Six random variables in a Markov random field. There are one, two, and three-node
cliques.
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Fig. 4.2 A Markov random field with one document y and three query words x1,x2,x3
where x2 is adjacent to x1 and x3. Every word is tied with y.

probability functions:

ψ(c) = exp
|c|∑

i=1

λifi(xi),

where |c| is the number of “cliqued” variables, fi is the probability
function of the ith variable xi of clique c, and the λs are parameter.

A Markov random field can be used in IR as follows: given a docu-
ment yj and a query x, the document and the query words are mod-
eled as the random variable vertices, and occurrence and adjacency are
modeled as the edges. Figure 4.2 shows an example. The probability
function can be estimated through the usual document-term frequen-
cies and parameters. After applying the logarithms as usual, the scoring
IR function for a document becomes

∑
c is a clique of G

|c|∑
i=1

λi,jfi,j(xi).

Suppose an arbitrary number of document quality features are selected
and measured upon every document. The exponential family of
Markov random field-based scoring function can be instantiated with
additional retrieval functions and parameters that measure document
quality. The quality-biased function becomes a sum of two functions:
the usual content-based function and the quality-based function.

The variables of the quality-based function are the features about
quality observed upon documents. The features used by Bendersky
et al. [20] are: number of visible terms on the page (as rendered by
a web browser) number of terms in the page title field; average length
of visible terms on the page; fraction of anchor text on the page; frac-
tion of visible text on the page (as rendered by a web browser); entropy
of the page content; stopword/non-stopword ratio; fraction of terms in
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the stopword list that appear on the page; the depth of the url path
(number of backslashes in the url); fraction of table text on the page.
In their paper, useful references are reported.

4.3.2 Detecting Worthiness

Efforts in understanding document worthiness using content vari-
ables have mainly been conducted through user studies, since human
experts are able to assess document qualities and contribute to build-
ing training sets. An example of worthiness detection is the report
written by Ng et al. [133] on an investigation of document worthi-
ness within a newspaper and newswire domain. The qualities that are
investigated in the paper are: accuracy; source reliability; objectivity;
depth; author credibility; readability; verbosity/conciseness; grammat-
ical correctness; one-sided/multiviews, and are viewed as complemen-
tary to relevance. Beside the classifiers that implement the decision
about whether a document has a quality, Ng et al. provide infor-
mation about the pattern with which the qualities are inter-related
(see Table 4.1) and the most significant (p-value < 0.01) relationships
between qualities and content variables (see Table 4.2). Three main
document quality groups have been selected. The first group contains
accuracy, source reliability, and credibility, and may be viewed as the
document quality such that a proposition reported in the document is
true. We term the first group “precision quality” (i.e., the quality of a

Table 4.1. Patterns of document quality reported by Ng et al. [133].

Component

Pattern First Second

Accuracy 0.689 0.206
Source reliability 0.604 0.158
Author credibility 0.615 −0.227

Objectivity 0.776 0.000
One-sided/multiviews 0.753 −0.106
Depth 0.787 −0.109

Readability 0.013 0.811
Verbosity/conciseness −0.025 0.804
Grammatical correctness 0.073 0.729
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Table 4.2. Correlation between document quality and content variables
reported by Ng et al. [133]; r stands for the Pearson correlation coefficient.

Quality Content Variable r

Accuracy Personal pronoun −0.202
Source reliability Distinct organization 0.154
Author credibility Date unit, e.g., day, week 0.235

Objectivity Possessive pronoun −0.219
One-sided/multiviews Past-form verb 0.238
Depth Distinct organization 0.236

Readability Closing parenthesis −0.141
Verbosity/conciseness Subordinating preposition or conjunction −0.197
Grammatical correctness Average length of paragraph in words −0.172

document of being precise). The second group, which contains objectiv-
ity, one-sided/multiviews and depth, may be viewed as the document
quality such that a true proposition has been reported in the document.
We term the second group “recall quality” (i.e., the quality of a docu-
ment of being exhaustive). The third group, which contains readability,
verbosity/conciseness, and grammatical correctness, may be viewed as
the document quality such that a proposition has been conveyed with-
out errors. We term the term group “signal quality” (i.e., the quality
of a document of being transmitted without error).

Each document quality has a strong predictor implemented by a
content variable. The first group of document qualities (i.e., precision
quality) can be predicted through the frequency of personal pronouns,
distinct organization names, date units. The more distinct organization
names or date units and the less personal pronouns there are, the higher
the precision quality is. The second group of document qualities (i.e.,
recall quality) can be predicted through the frequency of possessive pro-
nouns, past-form verbs, and distinct organization. The more past-form
verbs or distinct organizations and the less possessive pronouns there
are, the higher the recall quality is. Finally, the third group of document
qualities (i.e., signal quality) can be predicted through the frequency
of closing parentheses, subordinating prepositions or conjunctions, and
the average length of paragraph in words. The fewer of these variables
there are, the higher the signal quality is.
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4.3.3 Detecting Document Readability

Readability can be defined as the quality of a document to be deci-
phered, that is, whether it is easy, quick or enjoyable to read. The
specific quality depends on the user or on the type of user.

A significant example of user type is children. While research mainly
concentrates on interface design and content ranking, the search engine
result pages are prepared for an “average” user without taking care
of the specific needs which depend on the user’s age, cultural back-
ground, and education. While these issues for adult users can “easily”
addressed, for example, when multi-lingual issues occur, these issues
for children are less frequently and less easily addressed.

In general, readability can radically change the assessment of rele-
vance of a document to the same extent authoritativeness did. However,
the research work that has been done so far using content variables is
relatively limited.

A contribution to detecting document readability is the paper
written by Collins–Thompson et al. [45]. Although their focus is on
search engine result page re-ranking, they also illustrate a methodology
for detecting document readability and the user’s ability to read a docu-
ment. The user’s ability to read a document is represented as an ordinal
variable Ru that has as many values as the number of grades (the sim-
plest case is binary such that a user either has or has not the ability to
read a document). Document readability is similarly represented by an
ordinal variable Rd. The larger the difference (Ru − Rd)2, the less the
readability of a document for a user. Collins–Thompson et al. assume
that the probability that a user u likes a document d is proportional to
exp{(Ru − Rd)2}. However, both Rd and Ru are unknown. To obtain
an estimation, suppose Rd is known and a click-through data set is
available. If exp{(Ru − Rd)2} is associated to the click-through data
such that the more d is clicked, the more likely u likes d, it is possi-
ble to estimate Ru. The document readability Rd can be estimated as
the sum of the expected readabilities of the words occurring in d. The
paper written by Collins–Thompson et al. [45] describe the estimation
procedure.
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4.3.4 Detecting News Novelty

The novelty track of TREC has been an early attempt to investigate
models and methods for understanding the novelty of news using con-
tent variables. The task of the novelty track of TREC was as follows:
Given a topic and a ranked search engine result page, an IR system had
to find the relevant and novel sentences that should be returned to the
user from this page. The task essentially required methods for passage
retrieval, information filtering, and natural language processing. The
basic approach was to select relevant sentences by measuring similar-
ity to the topic whereas novel sentences were selected by dissimilarity
to past sentences. In the research work reported in the proceedings of
the novelty track of TREC, similarity and dissimilarity computation
was mainly based on the vector space model or the BM25-based prob-
abilistic model, Relevance Feedback was also an effective means, and, in
some cases, part-of-speech analysis and named entity recognition were
used with some success.

4.4 Detecting Document Quality Using Social Variables

4.4.1 Detecting News Novelty

In Section 4.3.4 we mentioned how standard IR methods can be adapted
for detecting news novelty and that this adaptation has been reported
by the novelty track of TREC. In Section 3.6, we mentioned how geo-
graphical variables can support detecting personal intents using the
methods that have been developed within the situation caused by nat-
ural disasters, which can be viewed as a special case of new novelty.
The Töhoku earthquake on March 11, 2011 is a glaring example of how
natural disasters can be the ground where information is rapidly and
extensively produced or consumed.

In this section, we describe how social variables can be exploited to
spread news or gossip through neighbors or “friends” when, for exam-
ple, natural disasters, riots or terrorist attacks cause an instantaneous
need of information. Actually, this section does not specifically provide
detection methods, yet it does provide some basic mathematical prop-
erties of the graphs from which the social variables are observed as well
as some bibliographic references to further study this topic.
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Social networks or micro-blogs are represented by using graphs
where vertices are people and edges are connections between people.
These graphs are called “random” because any non-trivial statement
about them can be validated by only NP-hard algorithms, randomized
algorithms or events of a probability space.

The graphs that represent social networks or micro-blogs share
some well known properties reported, for instance, by Barabási and
Albert [16] with the graph that represents the WWW.

The distribution of the frequency of the edges connected to the
vertices follows a power-law such that there are k−3 vertices connected
by k edges. These graphs also exhibits the so-called Matthew effect
such that the rich get richer (see also Section 3.3), that is, a new vertex
entering the graph connects to the most connected vertices. Moreover,
the diameter of these graphs is relatively very low even when the size
is very large, in particular, its order of magnitude is logarithmic in the
number of vertices.

The diameter of the graph representing a social network is an upper
bound to the number of steps (or rounds) necessary for transmitting
information from one vertex to another vertex.

The crucial difference between social networks or micro-blogs and
the WWW is that people know each other whereas pages do not. This
feature reflects on the type and then on the mathematical properties of
the graphs representing social networks, micro-blogs and the WWW.

The graphs that represent social networks or micro-blogs are
instances of the preferential attachment graphs introduced by Barabási
and Albert [16] such that the probability that an edge is followed
depends on the mutual knowledge between the vertices.

In contrast, the graphs that represent the WWW are random graphs
such that the probability that an edge is followed only depends on the
number of edges of each vertex.

When information is spread across social networks or micro-blogs,
the number of steps necessary to transmit information from one ver-
tex to another vertex is much lower than the diameter. In particular,
Doerr et al. [54] found that a constant c exists such that the number of
steps necessary to transmit information from one vertex to another ver-
tex is bounded by c log(n)/ log(log(n)). Doerr et al. explain that, given
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two vertices exchanging information, a third vertex with less edges than
and connected to the other two vertices may exist such that information
runs more rapidly between the two nodes through the third node than
directly between the two nodes. This phenomenon is due to the prefer-
ential attachment policy followed by these graphs: the third node has
less connecting edges than the other two nodes and therefore requires
less time to spread the information, the time being proportional to the
number of connecting edge.

4.4.2 Detecting Authoritativeness

The large size of the WWW has caused the storage of pages which
should be classified at different grades of importance in the search
engine indexes and then in the search engine result pages. In general,
not only the relevance of a document, but also its importance is cru-
cial to the user’s need of information. In a search engine result page,
a document written by an expert of a topic should be ranked by an
IR system higher than a document written by an amateur of the same
topic. In this section, we describe how social variables can be exploited
to detect authoritative or popular WWW pages. Most of the section is
devoted to link analysis-based methods since WWW can be viewed as
the most known social contextual variable.

At first approximation, it is necessary to separate “good” rele-
vant documents from “bad” yet still relevant documents (the question
whether non-relevant documents should be classified according impor-
tance is left apart).

Many researchers have explored the idea that the degree to which
a document is considered important by the user depends on the degree
to which the document has been considered important by other users.
This is the idea that makes the utilization of social variables relevant
to this monograph and in particular to this section.

There are basically three main types of social variables exploited
to detect importance: the paths leading to WWW pages implemented
by the statically stored WWW links; the answers given to questions
by more or less expert users; the “tweets” forwarded to connected
“friends.”
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The number of paths leading to a WWW page implemented by the
statically stored WWW links through the pages authored by other
users can estimate the importance of the page. This consideration has
led to the design and implementation of link analysis algorithms that
represent the WWW as a graph and estimate the importance of the
content of a document on the basis of the number of links which point
to it directly or indirectly.

Most link analysis algorithms that represent the WWW as a graph
are rooted in the fact that many users of WWW search engines want
both authoritative and relevant documents. However, even if the IR
systems were able to retrieve many relevant documents it would not be
automatic that these documents were authoritative.

The links between WWW pages can become a source of evidence
for distinguishing authoritative documents from the others. The use of
the number of paths to a page to measure the authority of the page is
based on the idea that, if the author of page i thinks that page j is an
authority, he is likely to insert a link from i to j. The presumption is
that the reverse of the implication mentioned above is valid, that is, a
link is likely to express the authority of the target page.

The PageRank algorithm proposed by Brin and Page [25] is the
most glaring example of the link analysis algorithm. PageRank basi-
cally measures the degree to which a document is reachable by all the
other documents — the more the page is reachable, the more it is
authoritative.

The PageRank metaphor is quite well known. Suppose a user ran-
domly surfs the WWW, where “randomly” means that the user chooses
the next link with probability depending on the number of out-going
links and on a damping factor d. With probability 1 − d, the user
chooses one link out of the links out-going from the current page; the
probability is based on the number of out-going links. With probability
d, he chooses any other page. The damping factor controls the trade-off
between the user’s will to follow the links and the alternative will to
exit from the paths stored in the WWW. It can be shown that the user
reaches the most authoritative pages and that the probability that he
still reaches them if he carries on surfing is stable after a sufficiently
large number of steps. The number of links that point to a document
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is a necessary measure of authority in PageRank, however, it is not
a sufficient measure: a popular document, for example, a commercial
search engine homepage is directly pointed to by many links without
being an authority, and authoritative documents might conversely be
less pointed-to than popular documents.

What makes an authority different from a popular document is that
the documents which point to authorities are likely to be authorities as
well, whereas the ones which point to popular documents are likely not
to be. Therefore, a model trying to capture authority has to consider
that the greater the authority of a document is, the greater the author-
ity of j is. PageRank can measure this relationship since: the more the
documents with links pointing to j (in-links of j) there are, the greater
the authority of j is; the greater the authority of the documents with
links pointing to j is, the greater the authority of j is.

Whereas PageRank can only detect authoritative documents, in
contrast, Hyperlinked Induced Topic Search (HITS), which has been
proposed by Kleinberg [101], can detect another type of document, that
is, hubs. A hub document has many links to authoritative pages. HITS
detects hubs on the basis of the following argument: the more author-
itative documents with in-links from j (out-links of j) there are, the
more j is a hub; the more hub documents with out-links to i (in-links
of i) there are, the more i is authoritative.

The WWW links are not necessary to confer authority to a docu-
ment. One might infer authority on the basis of “stand-alone” proper-
ties of WWW documents, for example, typographical features or layout:
a well designed and written document is likely to be considered more
authoritative than one written confusedly. In general, document genre
is an effective source of evidence for contextual search.

Although the effectiveness of the search engines which implements
PageRank might still depend on factors other than the algorithm itself,
it is quite well accepted that PageRank can partially be an effective
means for making IR effective.

The idea of using links to measure authority is not really new: bib-
liometrics is based on the calculation of the number of citations among
papers in order to assess the importance of a journal. The main differ-
ence is that the notion of the WWW page is radically different from
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that of a journal paper: whereas bibliographic citations refer to whole
documents, links refer to documents that might be part of a larger
document. Finally, a link might not express the authority of the target
document, an authoritative document might not be linked to by any
link or a link might point to one or more subjects. What characterizes
PageRank from HITS is the independence of the queries issued by the
end users. This means that PageRank is precomputed at indexing time
before any query is submitted to the search engine.

There have been some proposals to enhance PageRank in order to
incorporate statistical model to represent and to adapt the algorithm
to the user’s context. The versions of these proposals have been termed
“personalized” or “topic-sensitive.” In this regard, Haveliwala [71]
addresses the problem due to the presence of heavily linked pages which
get highly ranked for queries for which they have no particular author-
ity. These pages are considered important in some subject domains,
yet they may not be considered important in others, regardless of what
keywords may appear either in the page or in anchor text referring to
the page.

When crawling the WWW, the topic-sensitive PageRank algorithm
generates as many vectors as the predefined topics. Each vector is dif-
ferent from the next due to the different damping factors. The compu-
tational cost is minimized because vector calculation is done offline. At
retrieval-time, topic-sensitive PageRank takes the linear combination of
the topic-sensitive vectors, weighted using the similarities of the query
(and any available context) to the topics. The main finding reported
by Haveliwala is that the average precision for the rankings induced by
PageRank biased toward topics that are supposed to be interesting to
a user is higher than that of the unbiased PageRank.

Two results should be considered as a warning directed to anyone
aiming to use PageRank or HITS for ranking documents by authorita-
tiveness. The first result by Melucci and Pretto [127] refers to PageR-
ank. They found that the actual computation of PageRank performed
through a power series on a large WWW directed graph tends to hin-
der variations in the order of large rankings, presenting a high stability
in its induced order both in the face of large variations of the damp-
ing factor value and in the face of truncations in its computation. The
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second result by Peserico and Pretto [136] refers to HITS. They found
that the algorithm can converge slowly, but not too slowly, both in
score and in rank. Moreover, they found that an exponential number
of iterations might be necessary and sufficient to converge to a ranking
(and a score) that is even remotely accurate.

The answers given to questions by more or less expert users is a
different approach to detecting document quality. The difference of this
approach does not lie in the contextual variables, on the contrary, it lies
in the information objects indexed and searched by its implementation,
that is, the Aardvark search engine which was proposed by Horowitz
and Kamvar [74]. Instead of searching documents, expert users are
searched by that social search engine — an expert user is most likely
able to answer the question asked by another user. The mathematical
model is simple and inspired by language models. Similar to the model
by Yom-Tov and Diaz [177], the elements of the model proposed by
Horowitz and Kamvar [74] are: answer t, question q, and user u. The
probability that a user u is the expert user answering question q is

p(u|q) =
∑
t∈T

p(u|t)p(t|q),

where T is the set of possible answers. Then, the probability that a
user u can successfully answer user vs question is p(u|v). The latter is
a measure of the authoritativeness of u with respect to v. If u is an
author of a document, us authoritativeness can be transferred to the
document and the model proposed by Horowitz and Kamvar [74] can
be used for detecting document quality.

The “tweets” forwarded to connected “friends” are at the same time
a source of noise and evidence to assess the degree to which “tweets”
are accurate, true and reliable. “Tweets” are special documents which
particularly suffer from lack of credibility since they can quickly be
produced in such large quantities that a manual filter cannot efficiently
and effectively work.

The lack of credibility of “tweets” is the theme addressed by
Castillo et al. [39] who investigated whether meaningful features can
be extracted from these social media for detecting unreliable “tweets.”
Castillo et al. propose a set of features that refer to the user’s
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ability in assessing credibility. In particular, they assume users express
sentiments according to their own opinions and background when they
receive a “tweet.” Moreover, users are assumed to be capable of assess-
ing whether a “tweet” is worth propagation to other users. Finally,
users are assumed to be capable of assessing the authoritativeness of
the cited URLs, if any. Castillo et al. also define a set of quantitative
features such as the fraction of tweets that contain URLs, the fraction
of tweets with hashtags, the fraction of sentiment positive and negative
in a set, registration age, number of followers, number of followees, and
the number of the user’s “tweets.” The experimental results reported
in their paper show that the classical textual features are very effective
in automatically classifying “tweets” by credibility. Examples are the
URLs occurring in the “tweets.” Another outcome is that poorly cred-
ible “tweets” are posted by users who frequently posted “tweets” in
the past. Finally, credible “tweets” are associated with frequent prop-
agation — the more the “tweets” are propagated, the more credible
these “tweets” are. The results reported by Castillo et al. suggest that
the social network of users act as social filter; a user can exploit his
personal judgment for stopping unwanted “tweets.”

4.5 Concluding Remarks and Suggestions

The most accessed literature on contextual search has less considered
document quality a contextual factor than query intent (or search task)
and personal interests (or personalization) which are on the contrary
viewed the main pillars of contextual search.

In contrast, we think document quality has both a great potential
in determining relevance thanks to a mature suite of statistical models
to detect different aspects (e.g., authoritativeness, attractiveness, wor-
thiness, and novelty) of document quality.

A reason that makes document quality a contextual factor worth
investigating is the variety of statistical models and the related liter-
ature designed to detect quality, for example, link analysis algorithms
and part-of-speech analysis algorithms.

The other and perhaps most crucial reason is the centrality of doc-
ument in determining the user’s relevance assessment constrained by
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context: a document is the container of information relevant to the
user’s information need and the shape providing this information may
varyingly fit the contextual factors. In other words, we think that the
role played by document quality in contextual search is a exemplar
situation when form is more important than content.

The paper written by Brody and Kantor [31] is an example of the
user study-based approaches to understanding document worthiness.
Further improvements in detecting authoritativeness using social net-
works can be achieved if the proposal reported by Cataldi et al. [40]
to weight users by PageRank is adopted. One of the most relevant
papers on bibliometrics is by Garfield [65]. In the context of social
tagging, some improvement is reported by Harvey et al. [69] where it
is stated that the topic modeling approaches provides better resource
rankings than even the most competitive baselines. Kim et al. [99]
describe another approach to detecting readability. Another HITS-like
algorithm called SALSA is described by Lempel and Moran [111]. Ran-
dom graphs were introduced by Erdös and Rényi [58, 59] and are
explained in Palmer [135]’s tutorial book. The documentation about
the novelty track of TREC can be found at the National Institute of
Standards and Technology [132] (http://trec.nist.gov).



5
Contextual Search Evaluation

Evaluation: from Latin ex - “out, from” and
valere “to value, to be worth.”

Oxford Dictionary

5.1 Introduction

In this section, evaluation is addressed by referring to the approaches
published in the literature surveyed in this survey. However, producing
a definitive survey of evaluation techniques is out of the scope of the
monograph because excellent surveys have already been published on
this topic. Thus, we have chosen to focus on actual experimented tech-
niques, with the evaluation material in a supporting role rather than
as the principal focus.

The literature of this survey is already rich with experiments and
plenty of results are available to reach a preliminary opinion of the
current contextual search methods.

Looking at the literature, the variety of approaches to evaluation in
contextual search is striking — these approaches are more varied than
those in traditional IR. This may be due to the lack of a well recognized
evaluation methodology analogous to the Cranfield methodology by
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now accepted in the IR community, which can be applied to the variety
of contexts or the notions of context addressed in the papers.

5.2 Evaluating Contextual Search Using Content Variables

The main content variables are document content and query content.
From an evaluation point of view, it should not be a surprise that these
contextual factors correspond to document and query which are the pil-
lars of the Cranfield methodology adopted in IR evaluation. However,
document, query, and assessment should in contextual search be taken
in quite a broad sense because there is not yet a well accepted evalua-
tion methodology for contextual search as the Cranfield methodology
is for classical IR. Thus, although document refers to multimedia data
containers in IR, we extend this concept to log records or “live” WWW
pages. Moreover, query is not only meant as a representation of a well-
formed user’s information need but also as an implicit expression of
this need — in this sense, a click may be viewed as a query.

In most research papers on contextual search, the evaluation is
implemented using document sets. A document set is a corpus of writ-
ten texts, spoken texts (i.e., speech), audio, images, video, music on a
particular subject. What features a corpus is curation — data stored in
a corpus are selected, organized and looked after over time by curators.
Not every document set is a corpus, for example a source from which
documents are extracted without being stored in a corpus is the “live”
WWW, which cannot be considered a corpus in a strict sense because
there is not any curation.

In contextual search, the traditional test collections are of little use
because their design was independent of any context; this is not nega-
tive in itself, on the contrary, it was an explicit requirement for making
these collections useable in different experimental contexts. However,
this requirement hinders contextual search evaluation when methods
for contextual factor detection need experimentation. We mention two
aspects in this section.

The dualism between public availability of and proprietary right
to data sets is a significant aspect of document sets in IR and even
more so in contextual search evaluation. It is well known that there are
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document sets that are not publicly available regardless of whether they
are free of charge. The lack of public availability of document sets might
hamper the reproducibility of the results since one can reproduce the
methodology by which the results are obtained while producing other
results with another data set. On the other hand, stopping research only
because the data will not be made available to the public might limit
the advance of Science. This dualism is significant in IR evaluation,
yet it comes up even more significant in contextual search evaluation
because the criteria used to select, organize, and look after data are
influenced by context. Therefore, a researcher who employs these data
for testing hypotheses on context has to know exactly how and what
influences the data for the purposes of separating what is actually under
experimentation and what is not.

Usually, corpora are publicly available whereas logs are not. The
main reason for this is because of the commercial origin and the legal
restriction to invading user’s privacy of logs whereas corpora are often
excerpts of already published newswire agencies, newspapers or broad-
casting companies and are curated by non-profit organizations that aim
at making knowledge available to the research community — note that
publicly available does not imply free of charge.

Another aspect of document sets is the method used for building
them. There two broad classes of methods, that is, automatic and non-
automatic. Automatic methods are performed by software tools while
non-automatic methods envisage some manual intervention. For exam-
ple, logs are generated by automatic methods whereas test document
collections are often created after being built by means of crawlers.
Clearly, automatic methods make the production of large sets easier
than manual methods, yet automatically produced sets require a more
time consuming curation than manual sets with which curation and
production often go together. The situation is varied. For instance, the
TIPSTER collections and the WWW track of TREC collections are
produced in a semi-automatic way — these collections are first com-
piled through some crawling, then, errors are fixed and the documents
are assigned an identifier.

The literature in contextual search reports on evaluation with
genuine queries, with recycled queries and with surrogate queries.



368 Contextual Search Evaluation

Genuine queries are only prepared for the particular purpose of
an experiment and therefore are the most genuine kind of query with
respect to the aims of the specific contextual search experimental set-
ting. Genuine queries are issued by the participants to user studies in
which they were asked to browse and search and then either directly or
indirectly issue queries, for example by: manually selecting ten hash-
tags based on popularity; browsing fifty topics TREC test collections
and picking five or seven most interesting topics; choosing a query to
mimic a search the participants had performed earlier that day in order
to closely mirror the searches that the participants conducted in the
real world; selecting a query from a list formulated of general interest
queries, then describing their intent and finally rating the relevance of
documents relative to their intent — these queries had to be of general
interest in order to provide the participants with results that would
have some meaning for them.

Recycled queries are queries utilized in other experiments, therefore,
they are less realistic because are produced in contexts different from
the context of which search is evaluated. Recycled queries have been:
generated from TREC topics; randomly extracted, selected from the
most frequent queries or from those issued in a temporal interval, and
stored in search engine logs.

Surrogate queries are data that were not intended as representation
of an information need when they produced, yet they were used for
this purpose in the experiment. Surrogate queries have been: extracted
from all sessions in the user browsing behavior data; compiled from
the set of tags of each test set of bookmarks; synthetically generated;
selected from taxonomies.

5.3 Evaluating Contextual Search
Using Interaction Variables

Context is the basic difference between contextual search evaluation
and non-contextual search evaluation. The making of a judgment about
the effectiveness of an IR system is conditioned by a contextual factor
in the former case, whereas it is not in the latter case. As a consequence,
the relevance judgments are made by experts only when building a
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test collection for non-contextual search, whereas the relevance judg-
ments should be made whenever context changes. Obtaining relevance
judgments is impractical, since the costs and turnaround times are
excessively high, and it is ill-suited to context-sensitive IR, since the
information needs are not labeled by contextual factors.

Whereas corpora are the main collection of data for obtaining rel-
evance judgments, in contextual search logs are used as frequently as
corpora in various forms such as click-through data, queries, interac-
tion data, user behavior data. Logs are regular or systematic collec-
tions of records of events, for example, requests, responses, incidents,
observations, failures. Logs have been used in various fields of Com-
puter Science for keeping memory of past interactions between, for
example, users and systems and for predicting future events before
they actually happen and cause damages. Besides some anonymiza-
tion, logs are not curated, yet they are noticeable due to their large size
mainly because they are automatically produced by servers of millions
of clients. Logs play an important role in contextual search evaluation,
since they often provide evidence of implicit assessment of relevance and
other contextual factor. Therefore, logs can store the implicit feedback
directly from the users.

The implicit feedback obtained directly from the users can be used
to replace the relevance judgments obtained by experts and it may
“capture” the contextual factor affecting the users when judging doc-
ument relevance. Chapelle et al. [42] leverage this assumption and
propose replacing the traditional Cranfield approach to collecting rel-
evance judgments with an approach based on the collection of the
implicit feedback obtained directly from the users. However, this is
not Chapelle et al.’s main contribution, in our opinion. Rather, they
propose interleaving a search engine result page produced by a system
with the results of a search engine result page produced by another
system, before presenting the results to the user. In this way, the user
is unaware of the search engine result page from which a result comes
and the degree of preference of a search engine result page to the other
can be measured.

Although interleaving is easily implemented, it cannot provide an
absolute measure of effectiveness, since a search engine result page
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preferred to another can still be a poor retrieval result. Nevertheless,
interleaving is repeated for the queries of an experimental data set,
the researcher is provided with one (ai, bi) for each query i such that
if ai > bi, the researcher infers a preference of system a, if ai < bi, the
researcher infers a preference of system b, otherwise, he infers no prefer-
ence and declare a tie. If A is the number of queries when a is preferred
to b, B is the number of queries when b is preferred to a and TAB is
the number of ties, the following statistic can be computed:

∆AB =
A − B

2(A + B + TAB)
,

where the denominator is the number of queries. System a preferred
to b when ∆AB > 0. Suppose three systems A,B,C are evaluated with
the same number of queries. If ∆AB > 0 and ∆BC > 0 then ∆AC > 0.
Moreover, A − B is a frequency distribution of the possible number of
queries such that a is preferred to b in a given number of queries in
each of which there is the same probability of success, there is, it is
a Binomial random variable. It follows that the hypothesis that a is
better than b can be tested.

Whether interaction variables are good predictors of contextual
factors and in general of relevance is still debated. An answer to this
question is summarized in Table 5.1 whereas a more detailed answer
is given in this section. A striking feature of the interaction variables
is user behavior. No other component playing in a contextual search
system has such a feature. Although emotions are still difficult to
detect and further research is still needed for making emotions useable
in contextual search, some user behavior can be measured and effec-
tively incorporated within the search process. Hence, a key question is
whether interaction variables can effectively be used in a large-scale,
contextual search system in comparison with traditional content-based
ranking functions or more advanced yet well experimented methods
such as anchor text or link analysis algorithms.

Most of the research work on the use of click-through data for pre-
dicting personal interests and personalizing search engine result page
lies on the assumption that click-through data are useful predictors
of personal interest and then at least partially of relevance. This
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Table 5.1. A summary of the arguments that are reviewed in Section 5.3.

Are interaction variables good predictors of personal interest?

Yes No

A striking feature of the
interaction variables is user behavior
and user behavior is intrinsically
composing context.

A set of interaction variables does not
necessarily refer to an individual user
and may refer to a group or individual
users who change over time behind a
proxy.

Interaction variables appear to hold
potential for capturing the differences
between users when assessing
relevance.

User experimentation has shown that a
single interaction feature can vary
greatly between users who tend to click
the most clicked or the top-ranked
results.

Interaction variables provide the feedback
a user is reluctant to explicitly provide.

Explicit relevance judgments are more
reliable especially those about the
bottom ranks.

Interaction variables collection is
unobtrusive.

Interaction variables anyway refer to
humans, thus raising privacy issues
and limiting the diffusion of publicly
available data sets and the scientific
comparison.

The click-through data improves retrieval
effectiveness.

The improvement provided by
click-through data is not at all
consistent across all queries, large
quantities of data are necessary, and
the integration with other data types is
useful.

The click-through data sets are
inexpensive to collect.

More than half of the test queries had no
click-through data and very frequent
adult queries are unuseable.

The click-through data sets are large. The click-through data sets are noisy.

The click-through data detect differences
between users when interacting with
the top-ranks of a search engine result
pages.

Explicit assessments seem more likely to
successfully predict relevance than
click-through data because the latter
are often unavailable for the bottom
ranks while explicit assessments are.

assumption (and hope) derives from some empirical observations that
the assessments that are explicitly given by the users significantly vary
between the users who issued the same query, thus suggesting that the
need for personalization should be detected at browsing time when the
user clicks on the search engine result page — the users do not tell
what they wish from the system when issuing the query, they tell it
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when “talking” to the system. It is indeed when the users “talk” to
the system that their behavior signals some differences in their intent
behind the query.

As a general result interaction variables appear to be useful to hold
potential for capturing the differences between users when assessing
relevance, while classical content-based data and measures (e.g., sim-
ilarity, probability of relevance of a document to a query) appear to
hold potential for capturing variation across individuals, according to
Teevan et al. [161].

The other reason that make interaction variables frequently utilized
in contextual search is that interaction variables are often necessary.
The vast literature about relevance feedback is pervaded by a common
belief, that is, when explicit relevance feedback is proposed to a user,
he is reluctant to explicitly provide feedback information independently
of the form used to provide them.

There are diverse reasons for this reluctance: the user is called on to
provide additional data while the benefits are not always obvious; the
user is worried about privacy issues because the final use of the addi-
tional data appears opaque; the explicit provision of additional data
always requires some additional design and implementation activities;
interaction variables in principle implies the provision of data while
the user is interacting with the system, thus bypassing the user’s reluc-
tance; the additional data can be given as numbers and not as qualita-
tive contextual variables such as demographic data, thus reducing the
risk of misuse and the issues of privacy; the user would not be disap-
pointed if the benefits had not lived up to his expectations since he was
not promised anything.

Although it may seem surprising, the click-through data improves
retrieval effectiveness according to Chakrabarti et al. [41] who report
that the click-through data significantly improves the accuracy of spon-
sored search results compared to traditional relevance scoring models
that are solely based on semantic (e.g., cosine) similarity when the
fraction of displayed sponsored results that are clicked is up to 0.2.

Beside effectiveness, the click-through data sets are also inexpensive
to collect and some experimental research works showed that a careful
design and detailed implementation allow to collect many useful data
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about user interaction at no cost and preserving the user’s privacy.
Finally, the lack of difference between assessments with ad-hoc queries
and assessments with recycled queries mentioned above in this case
turns out to be an advantage, because the explicit assessments of the
bottom of search engine result pages returned in response to recycled
queries are as reliable as the explicit assessments of the bottom of
search engine result pages returned in response to ad-hoc queries. This
comparability between performances allows the recycled queries to be
reused many times within different experiments.

There are, however, a number of drawbacks in using interaction
variables for detecting personal interest and in general relevance. The
pseudo relevance assessments based on click-through data have to be
carefully considered before viewing them as a reliable proxy of relevance
in the unlikely event of clicking results ranked in the bottom half of the
search engine result page. If such attention were not paid, a shortage
and sparsity of data would occur and estimation would be little reliable.

It is true that human users generate interaction variables, how-
ever, interaction variables may automatically be generated1 or a set
of interaction variables does not necessarily refer to an individual user
and may refer to a group or individual users who change over time
behind a proxy. However, even if the user would be more precisely
identified, it has been shown through user experimentation that a sin-
gle contextual variable could vary greatly between users and search
tasks according to Kelly and Belkin et al. [96].

Moreover, although interaction variables appear to hold potential
for capturing variation across individuals, the click-through data are
more frequent for the top of search engine result page than would be
expected given the explicit assessments, while the bottom of search
engine result pages receive significantly fewer clicks than the explicit
assessments, according to Teevan et al. [161].

The evidence that click-through data seems rather unreliable due to
the even distribution and the consequent sparsity of data of the items
ranked low in the search engine result page — yet they are far from
useless — is confirmed by a study by Joachims et al. [88] who report

1 We are not addressing spamming in this survey.
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that users tend to click more frequently on the items in the top half
of search engine result page than on the items in the bottom half of
search engine result page, thus making click-through data insufficient
for estimation and prediction and putting the question what would
happen to reranking if there were additional click-through data on the
items in the bottom half of search engine result page.

In this respect, explicit assessments seem more likely to success-
fully predict relevance than pseudo assessments like click-through data
because a training set may contain enough assessments made on the
bottom of search engine result pages that the users might not provide if
they had to only click on those results. The same Joachims et al. [88]’s
study report that the click-through rate significantly drops after the
tenth item and decreases around the sixth item due to the need to
go to the next search engine result page or vertically scroll the display,
respectively. Interestingly, the drop is not uniform — it is higher within
the top half than the bottom half of the search engine result page.
After reversing the search engine result pages order, the items that are
placed in the bottom half of the original search engine result page are
significantly scanned more frequently than the top half search engine
result pages items. Joachims et al. analyze how users interact with
search engine result pages, how their behavior can be used as a proxy
of relevance, and how eye-tracking data can help understand how users
behave on search engine result pages in order to generate feedback from
clicks. To evaluate the degree to which feedback signals indicate rele-
vance, they compare the implicit feedback data against explicit feed-
back data they collected manually. The difference between the pseudo
assessment provided by click-through data and explicit assessment is
not consistent across different research works, for example, Joachims
et al. [88, 89] found that the feedback generated from clicks shows rea-
sonable agreement with the explicit assessments of the WWW pages.

The click-through data does not always improve retrieval effective-
ness according to Agichtein et al. [2] who report that incorporat-
ing additional interaction variables in WWW search more markedly
improves over the state-of-the-art (i.e., BM25) than using click-through
data alone as a proxy of relevance, yet they also found that the improve-
ment over the state-of-the-art is not at all consistent across all queries
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and that more than half of the test queries had no click-through data.
The results shows that individual clicking decisions are not only influ-
enced by the relevance of the items, but that users behavior also
depends on the decision made by the system about the ranking —
this is crucial in contextual advertising and paints a bleak picture of
the user’s ability of a good and autonomous judgment. Nevertheless,
Attenberg et al. [11] showed that the situation is a bit more complex
than it seems at first sight especially within a contextual advertising
domain.

Although a key advantage of click-through data sets is that these
are collected in much larger quantities, the inexpensive means of col-
lection of click-through data might not always be an advantage. Good
quality can be achieved with a small quantity of data and manual con-
trol whereas it is a large quantity that might cause a low level of quality
control, thus leading to noisy data. Nevertheless, the collection of data
from user behavior may be controlled by appropriate statistical tech-
niques that reduce the amount of noise.

In relation to the possibility of inexpensively collecting large
click-through datasets, another sensitive yet related issue of the use of
click-through data is the diffusion of proprietary data set and the lack of
publicly available collections. As a consequence, many studies of query
reformulation based on query logs nearly all make use of proprietary
query logs and click-through data. Clearly, this lack makes comparison
barely feasible and causes delays in their use within contextual search.

Another challenge issued by click-through data is that in a realistic
IR system these data are more noisy than the data collected within
a smaller and controlled environment. To address the issues of noise
in click-through data, Dang and Croft [50] suggest using anchor text
to simulate the queries and, as a proof of the concept, they construct
a simulated query log from the anchor text in the TREC .gov2 test
collection. A paper that explores whether interaction can be helpful
in realistic environments has been written by Agichtein et al. [2] who
exploit statistical models for WWW search and IR. As explicit human
relevance judgments are available for a set of WWW search queries
and results, the authors use a supervised machine learning technique
to learn a ranking function that best predicts relevance judgments.
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Sponsored results tend to have lower click-through rates than the
organic results displayed in a search engine result page as showed by
Attenberg et al. thanks to the detailed data collected by a navigation
plug-in. This outcome is in line with those previously mentioned — any-
thing that is not displayed on the top-left of the search engine result
page is condemned to a low click-through rate and the user is sensi-
tive to what he perceives as “organic.” Once clicked, the WWW sites
linked in sponsored search engine result page are more variably visited
and more quickly abandoned than the WWW linked in organic Search
Engine Result Pages (search engine result pages).

Moreover, the amount of activity varies across the topics both for
trail length and duration. More interestingly, click-through data col-
lected after a topic has been searched by the user is not necessarily
associated with display time.

Click-through is on the contrary associated with query frequency —
the most frequent queries resulting in many more clicks than infrequent
queries — thus suggesting that the most frequent queries are those
giving the most effective search engine result page and therefore the
most active click-through.

The correlation between the level of click-based activity and the
click-through rate is almost absent according to Attenberg et al.’s
study. This means that click-through rate and “intensity” of click-
through activity cannot be a signal of the same personal interest.
This appears to be true for both sponsored and organic results.
This result implies that while predicting personal interests using
click-through rate may attract the users who may be really interested, a
higher click-through rate does not translate to additional search activ-
ity once the user “landed” on the linked page. This outcome may be
explained by the hypothesis that there are sponsored results which
are more attractive than other sponsored results since once users click
sponsored results they leave them almost immediately, according to
Attenberg et al. [11].

The difference in click-through rate can also be measured by the
larger variance of the number of clicks taken by users who access
sponsored results than the trail lengths taken by users who access
search engine result pages. A significant drop in the average expected
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click-through rate at the early stage has also been observed by Li
et al. [114], whose authors point out that like most feedback-based
approaches, click-through data are usually more reliable with large
amounts of historical data and less so for the ones with little or no
history. Similarly, click-through data effectiveness can be improved if
these data are combined with high click-through rate queries given
that historic and low click-through rate queries are detrimental to the
accuracy.

5.4 Concluding Remarks and Suggestions

We conclude this section suggesting some additional reading. Agosti [3]
reports some guidelines on evaluation within DLs which is a natural
area where contextual search may be applied. Almeida and Almeida [6]
use a company intranet repository. Anastácio et al. [8] address semi-
anonymity when geographical variables are exploited. Bai et al. [14, 15]
use TREC collections. Bian et al. [23] use LETOR and TREC collec-
tions. Broder et al. [27] use corpora. Campbell et al. [34] use a com-
pany intranet repository. Campbell et al. [34] use corpora produced
from company intranets. Cao et al. [35] use the ACM KDD Cup data
set. Chapelle et al. [42]’s research work report interleaving as an alter-
native approach to collecting relevance assessments, since the conven-
tional Cranfield-based approach to evaluation is not free of drawbacks
although it is the most used and well accepted in non-contextual search.
Dai et al. [49] use “live” WWW. Dang and Croft [50] use TREC col-
lections. Dang and Croft [50]’s work is an example of careful design
and detailed implementation allow to collect many useful data about
user interaction at no cost and preserving the user’s privacy. Diaz [53]
uses “live” WWW. Finkelstein et al. [61] use a corpus extracted from
a CD-ROM. Freund et al. [62] use corpora produced from company
intranets. Guo and Agichtein [66]; Harvey et al. [69] use “live” WWW.
Haveliwala [71] uses a corpus extracted from a WWW site. Hawking
and Craswell [72] report on using the WWW track of TREC .gov

collection. Hu et al. [75] use logs (around 20 million WWW queries
collected from around 650,000 Web users). Hu et al. [76] use a cor-
pus extracted from a WWW site. Ingwersen [77] reports on evaluation
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from both an information seeking and retrieval and operational point
of view. Jansen and Spink [85] use logs (nine major commercial search
engine anonymized and well prepared query logs); see also Jansen and
Spink [85]; Jansen et al. [82, 83, 84]. Jansen [81]’s paper is a useful
side-effect is the public availability of the data set. Joachims [86] uses
corpora. Kelly [94] provides a complete account on some approaches to
interactive IR evaluation illustrated by Ingwersen. Lau et al. [108, 109]
use TREC collections. Li et al. [117, 118] illustrate an interesting
approach to automatic training set construction. Liu et al. [121] use
a series of small data sets that have been built with user cooperation.
Ma et al. [123] use “live” WWW. Sanderson [150] surveys the most
general issues of Cranfield style-based evaluation. Shen et al. [156] use
TREC collections. Spink [159] discusses the potential of user behav-
ior and interaction variables. Teevan et al. [160] use “live” WWW. Yue
and Joachims [178] use TREC collections. van Rijsbergen [167] and the
publications cited in Section 1.4 are worth reading from an evaluation
point of view.



6
Conclusions

It is our opinion that modeling and implementing context is necessary
in IR, yet this is not sufficient and is sometimes counterproductive for
improving the performances of a system. Modeling and implementing
context is necessary because one cannot a priori say that the evidence
observed in addition to the conventional queries cannot be exploited
for improving the performances of a system. However, the use of the
sources of evidence for contextual search should be decided from time
to time. This decision should be weighed up with the costs and the
benefits because, for example evidence is often noisy. The need for this
decision implies that modeling and implementing context is not a suf-
ficient means for improving IR effectiveness, since additional research
areas such as Economics, Cognition, Physics should be explored to help
the IR researchers to better understand contextual search.

We think that additional definitions or speculations of context are
no longer necessary. The literature devoted to this topic is by now
large enough. A pragmatic perspective of contextual search like the
one used in this monograph that helps researchers to implement con-
text in IR would be preferable. In this monograph, we are suggesting
to adopt two notions, that is, contextual variable and contextual factor
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as the constituent parts of a statistical view of context which condenses
both the numerical and the conceptual aspects of context into a sin-
gle notion. The statistical models are numerous and if they are not
complex the computational power is abundant for most tasks. The
systematization of contextual search according to contextual factors,
contextual variables and statistical models has not been straightfor-
ward, since there is no consensus of opinion among researchers and their
papers betray a cacophony of systematizations of contextual search.
Nevertheless, the systematization given in this monograph is quite sat-
isfactory because reflects what happens in Science: contextual variables
are observed and statistical models estimate or predict unobservable
contextual factors.

We think that the statistical models are necessary in contextual
search because they model data in large quantities for the purpose of
inferring patterns in a context from the data in a representative sample.
Although such models are not sufficient for providing a complete and
precise picture of the context under examination, the experimental find-
ings suggest that these models can be improved by additional sources
of evidence.

The experimental findings suggest that the simplest statistical
models are more likely effective and are certainly more efficient than
complex models. Investing in sophisticated algorithms is often interest-
ing from a theoretical and computational point of view, yet it sometimes
turns out to be little effective from an IR point of view — however, these
investigations are always worthwhile from a purely scientific perspective
and should always be encouraged because this often yields important
(and unexpected) scientific discoveries.

It is our opinion that the combination of statistical models has
a great scientific potential to increase the effectiveness of contextual
search systems. For example, the combination of, say, a linear model
with a Markov chain might turn out to be more effective than a com-
plex non-linear model. Research is focussed on the investigation and
comparison of one or two statistical models, but the additional pre-
dictive power that might be produced when these models are linked
together is still an open question.
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Textual content-based IR systems are relatively easy to design since
text is simply scanned and processed while contextual data are simply
ignored. A challenge of contextual search is that what to observe and
not only how to process the contextual data must be determined and
therefore treated by an IR system. This challenge is similar to that
encountered in non-textual content-based IR and in particular in image
or video indexing and retrieval where robust and efficient computer
vision indexing methods are not yet available and textual descriptions
(e.g., tags, annotations) are still the main means of content description.

We think that the investigation of non-textual sources of evidence
and content is a great opportunity for the researchers in contextual
search. For example, user behavior data is a source of evidence which
is not necessarily expressed in and then is not constrained by the ambi-
guity of the natural language. A new approach to IR would open up.
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A
Implementations

A.1 SearchPad

SearchPad is an extension to the search engine result pages described by
Bharat [22]. SearchPad maintains contextual variables and in particu-
lar containing interactions variables short-term user’s queries and hyper-
links of search engine result pages the user likes. Other implicit relevance
feedback data are: the order in which result pages are viewed; display
time; page visits. In this way relationships between queries and favorite
links are maintained and can be cross-referred to the implicit relevance
feedback data. SearchPad allows experienced users to: search on many
unrelated topics in parallel and with many browser windows; keep track
of different sessions; refine queries; post a query to different search ser-
vices; manage relevance assessments. SearchPad parallels classical book-
marking since the latter cannot: store temporary interesting links with
long-term favourite links; allow the user to easily repost queries; effec-
tively manage multiple search sessions. As is customary, SearchPad is
independent of the client operating system and most processing is done
on the client side.

383



384 Implementations

A.2 IntelliZap

The starting point of IntelliZap is that query intents can be represented
by the context of the query words surrounding them — the underly-
ing assumption is that some text around the query words must exist,
the latter being not valid for WWW pages which might not contain any
text. IntelliZap is a client–server, meta-search Information Retrieval (IR)
system described in Finkelstein et al. [61] — “client” and “server” are
used in the paper yet the system runs on the user’s computer. The client-
side of the system reads a word highlighted by the user and extracts the
textual window around the word — this window is called context in the
paper and is an example of content-based contextual variable in this sur-
vey. The server-side classifies the contextual variable into predefined cat-
egories; it sends the contextual variable to WWW search engines accord-
ing to the selected categories; lastly, it combines and reranks the Search
Engine Result Pages (search engine result pages) received by the WWW
search engines. To perform reranking, the authors use a semantic network
and a related metric that returns a score reflecting the degree to which the
meanings of two contextual variable are related.

The experiments designed by the authors aimed at measuring the
difference between IntelliZap and four major search engines in terms of
number of relevant results in a search engine result page. Twenty-two
subjects were presented with some topics each and had to search the
WWW by using IntelliZap and four major search engines. IntelliZap
outperformed all the other search engines with one-word queries. In
another experiment, twelve subjects were presented with five topics.
Each subject was assigned a random search engine. IntelliZap achieves
a level of performance only comparable to major search engines and its
response time is longer than that of the conventional search engines due
to meta-search. Actually, recall would have been a more appropriate
measure than precision in the event of meta-search, yet recall can hardly
be measured in a WWW-based setting.

A.3 GroupBar

GroupBar is a desktop-resident toolbar which allows users to arrange
windows into groups and to switch between tasks with a single mouse
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click Smith et al. [157]. A user of GroupBar adds tiles to the group
and can arrange with a meaningful order or a correspondence between
the position of a tile and the position of the represented window on
the screen. This correspondence stems from the authors’ observation
that the larger the display surfaces, the more the users leave more
applications running and grouped in the associated windows. A key
feature of GroupBar is that it allows users to perform operations on all
of a group simultaneously.

The authors report in Smith et al. [157] on a field study utilized
for evaluating the usefulness and usability of GroupBar in comparison
with the existing TaskBar. The five participants played roles developed
to represent target user groups. The authors chosen for in situ method
to establish how important the new GroupBar features were for the
participants. If, after approximately one week of use, participants were
using GroupBar, this would provide evidence that GroupBar is superior
to TaskBar. The authors also report on a user study involving eighteen
participants. During the evaluation, the experimenter interrupted the
participants to switch between tasks at given moments. The authors
measured task time, subjective satisfaction responses to a post-search
questionnaire, and overall tool preference. During the evaluation, the
experimenter interrupted the participants to switch between tasks at
given moments. The field study gave results above the average but
no comparison or statistical significance testing were performed. The
user study gave borderline results since a one-tailed t-test on task time
revealed a task advantage at p = 0.07. The post-search questionnaire
and overall satisfaction are markedly in favor of GroupBar.

A.4 Stuff I’ve Seen

Stuff I’ve Seen (SIS) is a system designed for information re-use Dumais
et al. [56]. Perhaps, the key aspect of SIS is the uniqueness of a cen-
tral index containing the complete description of every information
object of a collection. In this way, a user has a complete collection
with objects of any type uniformly described. The other aspect that is
related to the preceding aspect is that contextual search is performed
on this collection and then all the information objects are uniformly
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treated when SIS searches for, matches against a query and ranks the
information objects relevant to the user’s information need. Other tool
(e.g., IntelliZap or Y!Q described in Sections A.2 and A.5, respectively)
accomplish this task by, for example, accessing various WWW search
engines and re-ranking objects on the client side.

The evaluation of SIS involved some hundred people who used the
system for a few weeks. A search log revealed that the users behaved
as they do with WWW search engines (i.e., short queries, almost total
absence of Boolean operator, resource, places or people finding queries).
A post-search questionnaire also revealed that the highest scores given
to SIS by the users were those typically given to effective WWW search
engines (i.e., search tools are essential, search engine result page pre-
views are useful, finding things is easy) while the lowest scores referred
to the need of advanced search functions. In the middle of the rank-
ing of what the users liked are the functions related to desktop search
(i.e., e-mail message search, intranet search, exploring the WWW by
using SIS).

A.5 Y!Q

The authors of Kraft et al. [104] present Y!Q, that is, a search appli-
cation integrated with a major WWW search engine. The observation
behind Y!Q is that queries are formulated while the user is engaged in
some task and that the users that issue these queries have some intents.
What Y!Q aims to do is to dynamically capture the intents behind a
query. Like IntelliZap, Y!Q uses a semantic network for modifying the
query by using contexts, which are also in this case text windows, and
sends the rewritten query to various search engines. Lastly, Y!Q also
computes what the authors call contextual ranking.

Y!Q was the tool used in the research reported in Kraft et al. [103].
Following the idea that the user formulates a query when engaged
in a task, contextual search is, according to these authors, a proac-
tive process that suggests terms to the user. To this end, the authors
experiment three algorithms to perform automatic contextual search.
Query Rewriting (QR) is query expansion where terms are taken
from content-based contextual variable. Rank Biasing (RB) generates
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a content-based contextual variable by using some heuristics. Itera-
tive Filtering Metasearch (IFM) generates multiple subqueries which
are independently processed before the search engine result page are
merged. The experiments that have been carried out for assessing Y!Q
performance established that not only precision can be increased but
also recall can be markedly increased without losing precision by using
IFM. Indeed, IFM is based on meta-search, which is also utilized in
IntelliZap, and therefore it is intended to increase recall.

A.6 PCAT

In Ma et al. [123], Personalized Categorization System (PCAT) is
illustrated. The authors propose a search engine result page result
categorization system which is tailored to personal user professional
interests and skills. The underlying argument is that a traditional
search engine result page does not present the results in the best way
for every user and a combination of categorization and personalization
would be more effective than a plain list of results. It is interesting to
note how search engine result page diversification has been later stud-
ied for addressing this problem. From a methodological point of view,
PCAT is based on the ODP category taxonomy. Although comparing
search engine result pages with lists of categories in which documents
are in turn ranked is a challenging task, the authors report on some
experiments in the paper which show that PCAT can outperform a
plain list or a non-personalized categorization system for many differ-
ent tasks where effectiveness is measured as the average rank at which
relevant documents are found.
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[59] P. Erdős and A. Rényi, “On the evolution of random graphs,” Publications of
the Mathematical Institute of the Hungarian Academy of Sciences (A Mathe-
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