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Abstract

This paper provides overview and instruction regarding the evaluation
of interactive information retrieval systems with users. The primary
goal of this article is to catalog and compile material related to this
topic into a single source. This article (1) provides historical back-
ground on the development of user-centered approaches to the eval-
uation of interactive information retrieval systems; (2) describes the
major components of interactive information retrieval system evalua-
tion; (3) describes different experimental designs and sampling strate-
gies; (4) presents core instruments and data collection techniques and
measures; (5) explains basic data analysis techniques; and (4) reviews
and discusses previous studies. This article also discusses validity and
reliability issues with respect to both measures and methods, presents
background information on research ethics and discusses some ethical
issues which are specific to studies of interactive information retrieval
(IIR). Finally, this article concludes with a discussion of outstanding
challenges and future research directions.



1
Introduction

Information retrieval (IR) has experienced huge growth in the past
decade as increasing numbers and types of information systems are
being developed for end-users. The incorporation of users into IR sys-
tem evaluation and the study of users’ information search behaviors
and interactions have been identified as important concerns for IR
researchers [46]. While the study of IR systems has a prescribed and
dominant evaluation method that can be traced back to the Cranfield
studies [54], studies of users and their interactions with information
systems do not have well-established methods. For those interested in
evaluating interactive information retrieval systems with users, it can
be difficult to determine how to proceed from a scan of the literature
since guidelines for designing and conducting such studies are for the
most part missing.

In interactive information retrieval (IIR), users are typically studied
along with their interactions with systems and information. While clas-
sic IR studies abstract humans out of the evaluation model, IIR focuses
on users’ behaviors and experiences — including physical, cognitive and
affective — and the interactions that occur between users and systems,
and users and information. In simple terms, classic IR evaluation asks
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the question, does this system retrieve relevant documents? IIR evalu-
ation asks the question, can people use this system to retrieve relevant
documents? IIR studies include both system evaluations as well as more
focused studies of users’ information search behaviors and their inter-
actions with systems and information. IIR is informed by many fields
including traditional IR, information and library science, psychology,
and human–computer interaction (HCI). IIR has often been presented
more generally as a combination of IR and HCI, or as a sub-area of HCI,
but Ruthven [225] argues convincingly that IIR is a distinct research
area. Recently, there has been interest in HCIR, or human computer
information retrieval, but this looks similar to IIR and papers about
this area have not established its uniqueness (e.g., [191]).

The proposition that IR systems are fundamentally interactive and
should be evaluated from the perspective of users is not new. A review
of IR literature reveals that many leaders in the field were writing
about and studying interactive IR systems during the early years of IR
research. For instance, Salton wrote a paper entitled “Evaluation prob-
lems in interactive information retrieval” which was published in 1970.
In this paper, Salton [229] identified user effort measures as important
components of IR evaluation, including the attitudes and perceptions
of users. Cleverdon et al. [55] identified presentation issues and user
effort as important evaluation measures for IR systems, along with
recall and precision. Tague and Schultz [259] discuss the notion of user
friendliness.

Some of the first types of IR interactions were associated with rele-
vance feedback. Looking closely at this seemingly simple type of inter-
action, we see the difficulties inherent in IIR studies. Assuming that
users are provided with information needs, each user is likely to enter
a different query, which will lead to different search results and dif-
ferent opportunities for relevance feedback. Each user, in turn, will
provide different amounts of feedback, which will create new lists of
search results. Furthermore, causes and consequences of these interac-
tions cannot be observed easily since much of this exists in the user’s
head. The actions that are available for observation — querying, saving
a document, providing relevance feedback — are surrogates of cognitive
activities. From such observable behaviors we must infer cognitive
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activity; for instance, users who save a document may do so because it
changes or adds to their understanding of their information needs.

User–system interactions are influenced by a number of other factors
that are neither easily observable nor measurable. Each individual user
has a different cognitive composition and behavioral disposition. Users
vary according to all sorts of factors including how much they know
about particular topics, how motivated they are to search, how much
they know about searching, how much they know about the particular
work or search task they need to complete, and even their expectations
and perceptions of the IIR study [139, 194]. Individual variations in
these factors mean that it is difficult to create an experimental situation
that all people will experience the same, which in turn, makes it difficult
to establish causal relationships. Moreover, measuring these factors is
not always practical since there are likely a large number of factors and
no established measurement practices.

The inclusion of users into any study necessarily makes IIR, in part,
a behavioral science. As a result, appropriate methods for studying
interactive IR systems must unite research traditions in two sciences
which can be challenging. It is also the case that different systems,
interfaces and use scenarios call for different methods and metrics, and
studies of behavior and interaction suggest research designs that go
beyond evaluation. For these reasons, there is no strong evaluation or
experimental framework for IIR evaluations as there is for IR studies.
IIR researchers are able to make many choices about how to design
and conduct their evaluations, but there is little guidance about how
to do this.

1.1 Purpose and Scope

There is a small body of research on evaluation models, methods, and
metrics for IIR, but such studies are the exception rather than the
rule (e.g., [34, 149]). In contrast to other disciplines where studies
of methods and experimental design comprise an important portion
of the literature, there are few, if any, research programs in IIR that
investigate these issues and there is little formal guidance about how
to conduct such studies, despite a long-standing call for such work
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[231]. Tague’s [260, 262] work and select chapters of the edited volume
by Spärck-Jones [246] provide good starting points, but these writings
are 15–20-years-old. While it might be argued that Spärck-Jones’ book
still describes the basic methodology behind traditional IR evaluations,
Tague’s work, which focuses on user-centered methods, needs updating
given changes in search environments, tasks, users, and measures. It
is also the case that Tague’s work does not discuss data analysis. One
might consult a statistics textbook for this type of information, but it
can sometimes be difficult to develop a solid understanding of these
topics unless they are discussed within the context of one’s own area
of study.

The purpose of this paper is to provide a foundation on which those
new to IIR can make more informed choices about how to design and
conduct IIR evaluations with human subjects.1 The primary goal is to
catalog and compile material related to the IIR evaluation method into
a single source. This paper proposes some guidelines for conducting
one basic type of IIR study — laboratory evaluations of experimental
IIR systems. This is a particular kind of IIR study, but not the only
kind. This paper is also focused more on quantitative methods, rather
than qualitative. This is not a statement of value or importance, but a
choice necessary to maintain a reasonable scope for this paper.

This article does not prescribe a step-by-step recipe for conducting
IIR evaluations. The design of IIR studies is not a linear process and
it would be imprudent to present the design process in this way. Typi-
cally, method design occurs iteratively, over time. Design decisions are
interdependent; each choice impacts other choices. Understanding the
possibilities and limitations of different design choices help one make
better decisions, but there is no single method that is appropriate for
all study situations. Part of the intellectual aspects of IIR is the method
design itself. Prescriptive methods imply research can only be done in

1 The terms user and subject are often used interchangeably in published IIR studies. A dis-
tinction between these terms will be made in Section 7. Since this paper focuses primarily
on laboratory evaluations, the term subject will be used when discussing issues related
to laboratory evaluations and user will be used when discussing general issues related to
all IIR studies. Subject is used to indicate a person who has been sampled from the user
population to be included in a study.
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one way and often prevent researchers from discovering better ways of
doing things.

The focus of this paper is on text retrieval systems. The basic
methodological issues presented in this paper are relevant to other types
of IIR systems, but each type of IIR system will likely introduce its own
special considerations and issues. Additional attention is given to the
study of different types of IIR systems in the final section of this paper.
Digital libraries, a specific setting where IIR occurs, are also not dis-
cussed explicitly, but again, much of the material in this paper will be
relevant to those working in this area [29].

Finally, this paper surveys some of the work that has been con-
ducted in IIR. The survey is not intended to be comprehensive. Many
of the studies that are cited are used to illustrate particular evaluation
issues, rather than to reflect the state-of-the-art in IIR. For a current
survey of research in IIR, see Ruthven [225]. For a more historic per-
spective, see Belkin and Vickery [23].

1.2 Sources and Recommended Readings

A number of papers about evaluation have been consulted in the cre-
ation of this paper and have otherwise greatly influenced the content of
this paper. As mentioned earlier, the works of Tague [260, 262, 263, 264]
and Tague and Schultz [259] are seminal pieces. The edited volume by
Spärck-Jones [246] also formed a foundation for this paper.

Other research devoted to the study and development of individ-
ual components or models for IIR evaluation have also influenced this
paper. Borlund [32, 34] has contributed much to IIR evaluation with
her studies of simulated information needs and evaluation measures.
Haas and Kraft [115] reviewed traditional experimental designs and
related these to information science research. Ingwersen and Järvelin
[139] present a general discussion of methods used in information seek-
ing and retrieval research. Finally, the TREC Interactive Track [80] and
all of the participants in this Track over the years have made significant
contributions to the development of an IIR evaluation framework.

Review articles have been written about many topics discussed in
this paper. These articles include Sugar’s [255] review of user-centered
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perspectives in IR and Turtle et al.’s [277] review of interactive IR
research as well as Ruthven’s [225] more recent version. The Annual
Review of Information Science and Technology (ARIST) has also pub-
lished many chapters on evaluation over its 40-year history includ-
ing King’s [173] article on the design and evaluation of information
systems,2 Kantor’s [161] review of feedback and its evaluation in IR,
Rorvig’s [223] review of psychometric measurement in IR, Harter and
Hert’s [123] review of IR system evaluation, and Wang’s [290] review
of methodologies and methods for user behavior research.

Several special issues of journals about evaluation of IR and IIR
systems are also worth mentioning. The most current is Borlund and
Ruthven’s [37] special issue of IP&M about evaluating IIR systems.
Other special issues include Dunlop et al.’s [82] special issue of Inter-
acting with Computers and Harman’s [120] special issue of IP&M,
which included Robertson and Hancock-Beaulieu’s [221] discussion of
changes in IR evaluation as a result of new understandings of rele-
vance, interaction and information behavior. These articles, along with
Savage-Knepshield and Belkin’s [240] analysis of how IR interaction
has changed over time, Saracevic’s [233] assessment of evaluation in
IR, and Ingwersen and Järvelin’s [139] book on information seeking
and retrieval are great background reading for those interested in the
evolution of IIR systems and evaluation.

In addition to the sources from the IIR and IR literature, a number
of sources related to experimental design and statistics were instrumen-
tal in the development of this paper: Babbie [13], Cohen [56], Gravetter
and Wallnau [110], Myers and Well [200], Pedhazur and Schmelkin
[208], and Williams [296].

1.3 Outline of Paper

The paper begins with a description of IIR and short discus-
sion of its history. The next section reviews general approaches to
studying IIR. Although this paper focuses on laboratory evalua-
tions, other approaches are discussed briefly. Section 5 introduces

2 Six articles were published in ARIST with the title, Design and evaluation of information
systems, during the period 1968–1975.
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research basics — research questions, theory, hypotheses, and vari-
ables. More advanced readers might want to skip this section, although
the discussion of levels of measurement is particularly important for
understanding the later material on statistics. Basic experimental
designs are introduced in Section 6, followed by a discussion of sam-
pling (Section 7). Instruments and data collection techniques are then
presented in Section 8, followed by a discussion of some of the more
common measures used in IIR evaluation (Section 10). A lengthy
section on data analysis is in Section 11; although some instruction
regarding qualitative data analysis is provided, this section primarily
focuses on quantitative data analysis. This presentation starts with the
basics of statistical data analysis, so advanced readers might want to
skim parts of this section. Discussions of validity and reliability and
research ethics are in Section 12. The paper concludes with future
directions and challenges in Section 14.



2
What is IIR?

What is meant by IIR? An easy answer is that IIR is IR with users,
but this does not really tell the whole story. One way to think about
IIR is to place it in the middle of a continuum that is anchored by
system focused studies and human focused studies (Figure 2.1). Studies
situated at the system end of the spectrum are focused on developing
and evaluating retrieval algorithms and indexing techniques. Studies
such as those conducted in most TREC tracks would be examples of
studies at this end of the continuum. There are no real users in these
types of studies. Assessors may be used to create topics and evaluate
documents, but they do not really function as users per se. Studies at
the system end of the continuum can also be characterized by a lack
of interaction — even if assessors are present, no searching takes place.
Voorhees and Harman’s [288] edited book describing TREC can be
consulted for examples of these types of studies.

As we move along the continuum, the next type of study we
observe are those that employ users to make relevance assessments
of documents in relation to tasks. Users are basically used to build
infrastructure so that a system-oriented study can be conducted. No
searching is conducted and there is usually a lack of interest in users’

9
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Fig. 2.1 Research continuum for conceptualizing IIR research.

search experiences and behaviors, and their interactions with systems.
This type of study differs from a pure system-centered study because
researchers recruit users to make assessments and build new infras-
tructure, rather than relying on the TREC infrastructure. This is often
done because researchers are working on new problems or tasks that
have not been addressed by TREC. For example, Teevan et al. [269]
studied relevance feedback and personalization; this required the col-
lection of queries, documents, and relevance assessments from users.
Although it is possible to study the interaction between the user and
the information need, or the user and documents, this is usually not
the focus of this type of study.

Intent and purpose of the research are important in determining
where a study belongs along the continuum. Consider a study where a
system evaluation with users has been conducted but the researchers
are primarily interested in demonstrating the goodness of the system,
rather than understanding the user-system IR interaction; the user
study is, in effect, an ancillary task rather than a central focus. In many
ways, these types of studies undermine efforts to create a more solid
foundation for IIR studies, since users are essentially treated as black
boxes. Although it is not claimed that all IR studies should focus on
users, an explicit mention of the focus of the study should be made so
that readers can better distinguish between findings about IR systems,
findings about interactive IR and findings about users. There is also



11

the question of whether it is even possible to claim that such a study
is not at least in part a study of human behavior since users interact
with the system and these interactions impact the system’s responses.
Although it is often claimed that the system is being evaluated and not
the user, in practice this is difficult to do since a user is required for
interaction.

As we move along the continuum, we come to studies where both
the system and user are of interest, but there is still no interactive
searching. These types of studies are less common today, but as the
push towards personalization continues, we may see more studies of this
type. A classic example of this type of study is evaluation of systems
for the selective dissemination of information (SDI) from the 1970s,
where the common evaluation model was to have users construct pro-
files and evaluate documents that were selected by the profiles [187].
Although users did not engage in searching, there was an attempt
to understand how best to represent and update the user’s informa-
tion need and how best to present documents to users. The interac-
tion, in these types of studies, was among the user, the information
need and the documents. More current studies of proactive IR sys-
tems that observe users’ behaviors while they do some activity (e.g.,
searching or writing) and fetch related articles are also in this class
[41, 92].

Studies using transaction logs fall next on the spectrum. Although
such studies have been around for quite some time, the availability
of large search logs, in particular from search engine companies, have
made this type of study very popular. Currently, the most popular
type of analysis that is conducted with search engine logs looks at
queries, search results and click-through behavior. These types of stud-
ies are primarily descriptive rather than explanatory, even though it is
possible to model user behavior and interactions for certain situations.
While many assumptions must be made about user intention, the shear
amount of data that is available allows researchers to identify impor-
tant regularities in Web search behavior. Furthermore, it is possible to
manipulate some aspects of the search experience in a live test of a new
interface feature or ranking algorithm and use the log data as a way
to observe potential differences in performance [11]. Transaction log
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analysis is often used in many types of studies, but studies represented
at this place on the continuum use logs as the primary data source.
Example studies are Agichtein et al. [3], Bilenko and White [28], and
Jansen and Spink [146].

The next type of study is embodied by the TREC Interactive Track
evaluation model. In this type of study, a system or interface feature is
typically being evaluated. The design of such features is usually related
directly to the human — whether it is human behavior and cognition,
or information seeking context. The goals of such features are usually
to better support the search process. This includes not only finding
useful documents, but also supporting cognitive activities associated
with search, such as sense-making. Studies located around this point
on the continuum employ multiple methods of data collection, and usu-
ally include measures of system performance, interaction and usability.
It is also common for studies around this point to use interviews to
obtain qualitative feedback from users about their experiences. This
point represents the classic or archetypical IIR study, which is the pri-
mary focus of this paper. Example studies are Joho and Jose [154] and
White et al. [292].

As we move along the continuum, the next type of study focuses
more on information behavior. In this type of study, the researcher
controls aspects of the search process that are not typically controlled
in the classic IIR study. For instance, the researcher might control
what results are retrieved in response to a user’s query or the order in
which search results are presented to users. The point of such studies
is to isolate and study individual aspects of the search process, rather
than the entire process. One difficulty in studying the entire process
is that each person experiences search differently; the goal of studies
represented by this point on the continuum is to make these experiences
as similar as possible so that causality can be studied with greater
confidence. Studies represented by this point often use experimental
methods that are commonly used in psychology. These studies focus
on a slice of the search process and manipulation and control are often
used. These studies are generally more interested in saying something
specific about behavior, rather than on demonstrating the goodness of
a particular IIR feature or system. Example studies are Arapakis and
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Jose [12], Huang and Wang [135], Joachims et al. [152], Kelly et al.
[168], Smith and Kantor [243], and Turpin and Scholer [276].

The next set of studies focus on general information search behav-
ior in electronic environments. Most often there is no experimental
system involved; researchers are instead interested in observing and
documenting people’s natural search behaviors and interactions. This
might include studies of users’ search tactics, studies of how users make
relevance assessments, or studies of how users re-find information on
the Web. Studies at this point also include those of searcher inter-
mediaries and other professional searchers. Although these people are
searching on behalf of others, they interact with the system to retrieve
information. These studies differ from those mentioned above primarily
in the methods they employ and the amount of the search process they
examine. These studies often lead to better understandings of users’
natural search behaviors, which is fundamental to the development of
better IIR systems. However, these studies are not always driven by
system concerns. Example studies are Byström [43], Ford et al. [99],
Kellar et al. [163], and Kim and Allen [171].

Finally, the human-end of the spectrum can be characterized by
research that focuses most exclusively on humans, their information
needs and information behaviors. Researchers often insert themselves
into a setting as an observer and gather data using qualitative tech-
niques such as observation and interviews. In these studies, investiga-
tors explore the real information needs of users and their subsequent
information seeking, within the particular context in which these needs
arise without regard to a particular type of IR system. Solomon [244]
provides a review of this type of research. Other work of this type can
be found under the heading of everyday life information seeking [241].
Although results of these studies might inform the design of IR systems,
this is usually not the primary goal. Example studies are Chatman [51]
and Hirsh and Dinkelacker [131].

The primary focus of this paper is the archetypical IIR study, which
represents IIR system evaluation with users. The archetypical IIR study
represents a good entry point into IIR since it has a relatively long
history, is most connected to traditional IR research, and is somewhat
balanced with respect to computer and behavior sciences. Similar to
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traditional IR evaluation, IIR evaluation has historically emphasized
effectiveness, innovation, and application, sometimes at the cost of more
basic scientific findings about interaction and behavior. Despite often
being called user-centered, much of this research has primarily been
about systems. As IIR evolves, it is hoped that equal emphasis will be
placed on research that develops explanations of user behaviors and
interactions that extend beyond an individual system.

Studies that span the spectrum from information seeking in elec-
tronic environments to log-based studies will also be discussed at some
level because such studies form the core of IIR. Studies at either end
of the spectrum will not be discussed since they are not considered
as a core part of IIR, but rather as two different areas that frame
IIR research. For a comprehensive discussion of theories of information
seeking and methods for investigating information seeking behavior,
readers are referred to Fisher et al. [93], Case [49] and Wildemuth
[294]. For a discussion of common evaluation models used in systems-
centered research, readers are referred to Spärck-Jones [246] and
Robertson [220].



3
Background

3.1 Cognitive Viewpoint in IR

One important event which changed the way in which users were con-
ceived and integrated into IR research was the Workshop on the Cog-
nitive Viewpoint in Ghent, Belgium [70]. De Mey is noted as having
first articulated the cognitive viewpoint at this workshop, although
Ingwersen and Järvelin [139] note that this general viewpoint had been
expressed by others at the time of De Mey’s articulation. The cognitive
viewpoint offered the first coherent alternative to what is known as the
systems or algorithm viewpoint in IR [140]. The systems or algorithm
viewpoint is the one most familiar to IR researchers — this viewpoint
is embodied by the Cranfield and TREC evaluation models [288]. This
viewpoint focuses on the system and makes a number of simplifying
assumptions about users, and their needs and behaviors. Researchers
adopting the system perspective are not blind to these assumptions,
but maintain they are necessary to isolate and study individual aspects
of the system. These assumptions have lead to the development of
some strong evaluation norms for researchers working from the systems
perspective.

15
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The cognitive viewpoint embraces the complexity inherent in IR
when users are involved and focuses attention on the cognitive activi-
ties that take place during information seeking and retrieval, and user-
information, user-system interactions [138]. Ingwersen and Järvelin
[139] identify five central and interrelated dimensions of the cognitive
viewpoint1: (1) information processing takes place in senders and recip-
ients of messages; (2) processing takes place at different levels; (3) dur-
ing communication of information any actor is influenced by its past
and present experiences (time) and its social, organizational and cul-
tural environment; (4) individual actors influence the environment or
domain; and (5) information is situational and contextual. While it is
clear in viewing these dimensions that the cognitive viewpoint focuses
on the user, Ingwersen and Järvelin [139] are carefully to point out
that the cognitive viewpoint is not just about users’ cognitive struc-
tures, but also about the numerous other cognitive structures repre-
sented in the IR system.2 For instance, those represented by document
authors and system developers. An examination of these five dimen-
sions exemplifies some of the difficulties with conducting studies from
this perspective. Specifically, that each individual user experiences IR
in a different way, and that as soon as a user begins interacting with
an IR system a series of cognitive changes take place which are unob-
servable, but will likely affect the user’s subsequent interactions and
behaviors. Similar to researchers working under the system perspec-
tive, researchers working under the cognitive perspective must also
make simplifying assumptions and abstractions about some parts of the
process.

Which perspective — the system or cognitive — is behind IIR
research? Given the emphasis on the user in IIR it would appear that
such research is guided by the cognitive perspective. However, a close
look at discussions surrounding these two perspectives raises some ques-
tions. The systems or algorithm viewpoint is often referred to as the
laboratory approach. If this is the case, then IIR surely falls under

1 Emphasis is from Ingwersen and Järvelin [139].
2 The cognitive viewpoint uses system in a more general sense to mean a combination of
things or parts — this includes the technology, user, and environment.
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the systems viewpoint since many IIR studies are in fact conducted in
a laboratory.3 Borlund [33] states that the systems viewpoint is con-
cerned with achieving reliable results through control of experimen-
tal variables and repeatability of experiments, while the user-centered
approach4 is concerned with studying IR under real-life operational
conditions. This would seem to preclude any controlled laboratory
experiments from the cognitive viewpoint, another indication that per-
haps IIR is part of the system perspective. Borlund [34] notes that a
hybrid approach is needed for IIR that combines elements from the sys-
tems and cognitive perspectives and goes on to propose a framework for
the evaluation of IIR systems. Ingwersen and Järvelin [139, p. 21] hint
that IIR is a part of IR and represents the system perspective, perhaps
because many IIR evaluations use standard TREC collections and thus,
make simplifying assumptions about the nature of relevance. However,
they describe IIR as being concerned with the “communication pro-
cesses that occur during retrieval of information by involving all major
participants in information seeking and retrieval, i.e., the searcher, the
socio-organizational context, the IT setting, interface and information
space”. Although IIR evaluations have characteristics of each of the
two major perspectives, fundamentally IIR is about humans, cognition,
interactions, information and retrieval, and most IIR researchers would
probably align their research with the cognitive perspective. Although
many IIR evaluations use standard test collections and make simplify-
ing assumptions about things such as relevance assessments, many of
these studies are still being conducted to further our understanding of
how people interact with systems to do IR.

3.2 Text Retrieval Conference

Three Tracks have attempted to develop a TREC-style evalua-
tion framework for studying interaction and users: the Interactive
Track (TRECs 3–11), the HARD Track (TRECs 12–14), and ciQA

3 It is more likely the case that the label “laboratory” is inappropriate since it is a place,
not an approach.

4 According to Järvelin [147] the user-centered approach was subsumed by the cognitive
perspective in the 1990s.
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(TRECs 15–16). Each of these Tracks experimented with different
types of evaluation frameworks, but none were successful at establish-
ing a generic evaluation framework that allowed for valid cross-site
comparisons. Of the three Tracks, the Interactive Track was the most
responsible for developing some of the first accepted protocols and mea-
sures for IIR evaluation.

3.2.1 TREC Interactive Track

The TREC Interactive Track lasted nine years and made some of the
most important contributions to the development of a method for IIR
system evaluation [80, 128, 175]. The work of this Track will be sum-
marized here; interested readers are referred to the chapter by Dumais
and Belkin [80] in the edited book describing TREC [288].

In the initial year of the Track (TREC-3), participants were required
to recruit subjects who were tasked with creating an optimal routing
query. Fifty standard routing topics were provided and participants
were allowed to recruit any number of subjects so long as each par-
ticipating site contributed at least one routing query for each topic.
Subjects developed their queries using training data and there was no
standard protocol by which participating sites were required to operate.
Participating sites could investigate any aspect of interactive behavior,
including the influence of different system features on behavior. Partic-
ipants experimented with a variety of interface and system features to
assist subjects in completing the routing tasks. While subjects searched
the training database when constructing their queries, they did not
search for and save documents that they believed were relevant to the
topic. Their only job was to construct routing queries. Major findings
were that automatic techniques for creating routing queries performed
better than human techniques, that the routing task was difficult for
subjects to do and that a lack of standard protocol made it difficult to
compare results.

In the next iteration of the Track (TREC-4), an ad-hoc search task
was used instead of a routing task. The ad-hoc task required sub-
jects to find and save as many relevant documents as possible for
25 topics. Subjects were also asked to create a final, best query for
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the topic. Again, there was no standard protocol for administering the
experiments, but participants were required to have at least one search
conducted for each topic. Participants were also required to log each
search, provide specific kinds of descriptive data about search behavior,
including a narrative account of at least one search. Although subjects’
job was to find and save documents they considered relevant to the top-
ics, their judgments and performances were evaluated using relevance
judgments made by TREC assessors, who created topics and estab-
lished the benchmark relevance assessments.5 Major findings from this
iteration of the Track were that subjects’ relevance assessments differed
from assessors and that standard TREC metrics were not suitable to
interactive searching scenarios because they were in part measuring
other things besides performance — in particular, the extent to which
subjects’ relevance assessments matched assessors’ — and they were
computed based on 1000 retrieved documents which does not make
much sense in an interactive setting since users are unlikely to examine
1000 documents.

The next year of the Track (TREC-5) saw a decline in participa-
tion, but ultimately laid the foundation for the next several iterations
of the Track. In the previous two years the Track had four and ten
participating sites, respectively, but only two sites completed partic-
ipation in the Track at TREC-5, although others were involved with
planning the Track [17, 21]. Based on experiences in TRECs 3 and 4, it
was decided that the best approach would be to develop a method for
comparing the performance of different IIR systems at different partic-
ipating sites, rather than comparing human and system performance.
For this Track, a new task was created which did not correspond to
tasks used in other established TREC Tracks (e.g., routing and ad-hoc).
This task was dubbed the aspectual recall task and required subjects to
find documents that discussed different aspects of a topic rather than
all documents relevant to a topic. This task was used by the Interac-
tive Track in TRECs 5–8, with only slight modifications. Twelve topics

5 Usually TREC assessors are recruited by the National Institute of Standards and Tech-
nology (NIST) which manages TREC. In most cases, these people are retried intelli-
gence analysts, but some Tracks have used other kinds of people for topic creation and
assessment.
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were created based on previous ad-hoc topics (as compared to 50 rout-
ing topics in TREC-3 and 25 ad-hoc topics in TREC-4). Participating
sites were required to provide the list of documents saved by subjects,
search logs and a narrative account of one search. TREC assessors used
the saved documents to compile a list of unique aspects and a key that
showed which documents discussed which aspects. Aspectual recall was
then computed, as well as standard precision.

In addition to these guidelines, the Track also developed an exper-
imental design that required participating sites to implement two
systems: a baseline, which was provided to participants, and an exper-
imental system, which participants created. The Track also created
topic and system rotations to control for order effects that required
participating sites to study at least four subjects. These additional
requirements were likely the reason why so few participants managed
to complete the Track; it is reported in Dumais and Belkin [80] that
even the two sites that did participate were unable to complete the
experiment as planned. Thus, one of the major findings from this iter-
ation related the amount of resources and time required to craft and
implement the experimental design. There were concerns about the
small number of topics (keeping in mind that topics are sampled just
as users are) and results showed strong subject effects, topic effects and
subject–topic interaction effects.

The TREC 6–8 Interactive Tracks basically used the same evalua-
tion model that was developed in TREC-5 with some minor changes.
Nine sites were able to complete the study in TREC-6 and it is
described by Dumais and Belkin [80, p. 136] as being “the first true
cross-site comparison in the interactive track”. Only six topics were
used, which allowed each subject to search for all topics (unfortunately
this meant that each subject’s experimental session lasted approxi-
mately 3 hours). The required, shared baseline system remained. The
amount of data provided by the nine participating sites allowed for
a more rigorous statistical analysis which found significant effects for
topic, subject, and system. It was also the case that participants desired
to create their own baseline systems that would allow them to better
focus on interactive techniques that interested them. This major change
happened in TREC-7. Note that this meant that cross-site comparisons
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were no longer possible since each participating site created their own
experimental and baseline systems.

TREC-9 represented a departure from the aspectual recall task
which was in part motivated by a desire to reduce the amount of
time required of subjects and explore additional types of tasks and col-
lections. In this iteration, eight fact-finding tasks were created which
consisted of four n-answer tasks (these tasks required subjects to find
some number of answers in response to a question) and four specific-
comparison tasks (these tasks required subjects to identify which of
two provided answers was correct). The design required 16 subjects —
a large increase over previous years, but since subjects were only given
5 min to answer each question, this resulted in experimental sessions
that only lasted about one hour. Subjects were required to identify
the answer and to save documents that helped them determine the
answer. These answer-document pairs were then analyzed to determine
performance.

The TREC-9 design only ran once and the Interactive Track moved
to a 2-year cycle with TRECs 10–11 and focused on Web search. The
goal of the first year was to define important issues and tasks worthy
and possible of study in the Web environment. Subjects were provided
with eight topics and searched the open Web. No standard instruments,
experimental protocols or systems were required. In the second year,
participants used the .gov collection from the TREC-11 Web Track and
the Panoptic search engine was made available to participants [125].
The framework returned to a more tightly controlled experiment with
a required design, protocol, and instruments.

Finally, in its last year (TREC-12), the Interactive Track was a
subset of the Web Track. Subjects were asked to complete a topic dis-
tillation task, which asked them to construct a resource page (list of
useful URLs) for a particular topic. The .gov corpus was used and two
versions of the Panoptic search engine were made available to partici-
pants. Participants followed a specified experimental design and proto-
col. Interestingly, in this task, lists generated by human subjects were
compared with lists generated automatically by systems, which was one
of the original points of comparison in the Track during TRECs 3 and
4 (i.e., automatic versus human).
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The work of the TREC Interactive Track resulted in many discover-
ies about IIR evaluation. First, assessors’ relevance judgments were not
generalizable and using these judgments to evaluate the performance
of others was fraught with difficulty. Second, many standard evaluation
metrics developed to assess system performance were not particularly
useful in interactive settings. Third, including large numbers of topics
in a laboratory evaluation was not reasonable given human limitations
(both physical and cognitive). Larger numbers of topics require larger
numbers of subjects and resources.

Although it was not possible to create an IIR evaluation model that
was similar to the standard TREC evaluation model, the Interactive
Track played an important role in establishing standards for IIR evalua-
tion. This included a standard design and protocol, as well as standard
techniques for reporting search logs and other data. The evaluation
model of the archetypical IIR evaluation study derives directly from
the work of this Track.

3.2.2 TREC HARD Track

The High Accuracy Retrieval of Documents (HARD) Track followed
the Interactive Track and ran for three years [4, 5]. The set-up of this
Track varied from year-to-year, but the primary focus was on single-
cycle user-system interactions. These interactions were embodied in
clarification forms. In most cases, participating sites used these forms
to elicit feedback from assessors. Thus, the interaction consisted of
a single exchange between the system and assessor. One of the ini-
tial goals of this Track was to represent and incorporate aspects of
assessors’ context into retrieval, thus, in addition to a corpus, topics
and relevance judgments, this collection also contained user metadata
describing context. The types of interactions that could occur were
defined by the Track and there was no interactive searching performed
by assessors. Instead, assessors completed these single-cycle interac-
tions remotely (i.e., the assessors did not visit each participating sites’
laboratories). In the first version of the Track, TREC assessors were
also subjects — this was different from most iterations of the Inter-
active Track where assessors and subjects differed. In one iteration of
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this Track, assessors represented a different kind of person than the
traditional TREC assessor; they were interns and personnel at the
Linguistic Data Consortium.

While the types of interactions were limited to those that could
occur during a single exchange, the Track provided participants with
an opportunity to engage in interactions with the assessors and elicit
feedback from them. Common rules of the Track governed that some
aspects of the interactions were the same across participating sites. To
a certain extent assessors were also held constant since they each com-
pleted all the interaction forms for their particular topics. However,
because the same assessor completed a number of interaction forms for
a given topic, it was impossible to control for learning effects in this
evaluation model — with each interaction assessors learned more and
more about their topics, so while the Track studied single-cycle interac-
tions, assessors actually engaged in multiple interactions (even if these
were with different clarification forms). Although the evaluation model
is not optimal for cross-site experimentation and full-scale IIR system
evaluation, it can be used in a single-site study where researchers are
interested in isolating and studying individual aspects of the search
process while holding other aspects constant (e.g., [164]).

3.2.3 TREC ciQA Task

Following the HARD Track, ciQA (complex interactive question–
answering) was introduced as a sub-task of the QA Track in 2006 and
2007 [68, 167]. The first year of this task was modeled closely after
the HARD design where assessors completed forms that had been cre-
ated and submitted by task participants. The ciQA task differed from
the HARD task in that the focus was on complex question answering,
rather than the traditional ad-hoc document retrieval task. The task
also did not attempt to incorporate context into retrieval. At the time,
there was little research devoted to interactive QA of the type repre-
sented by the TREC QA Track and one goal of ciQA was to encourage
exploration in this area.

The 2007 version of ciQA allowed for any type of interaction, includ-
ing full-scale interactions with working systems. Assessors interacted
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with experimental systems remotely via the Internet. However, this new
setup did not eliminate the problem of learning effects since assessors
still engaged in a number of interactions with a number of systems for
the same topic. More than anything, ciQA represented a first attempt
at studying interactive QA and deploying a large scale evaluation exer-
cise remotely. One of the more interesting findings of ciQA was the
extent to which assessors could be considered as regular system users.
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Approaches

This section provides an overview of different research approaches used
for evaluation. Several approaches are discussed, but the emphasis in
this paper is on laboratory evaluations.

4.1 Exploratory, Descriptive and Explanatory Studies

One way to think about research approaches is to consider specific goals
of the research: exploration, description or explanation. Such character-
izations can be found in almost any research methods textbook (e.g.,
[13]), but are useful to consider here since they suggest how studies
should be evaluated. If the study goal is description, then evaluation
criteria for explanatory studies should not be applied during the review.

Exploratory studies are typically conducted when little is known
about a particular phenomenon. Exploratory studies often employ a
variety of research methods with the goal of learning more about a phe-
nomenon, rather than making specific predictions. Exploratory stud-
ies often have less structured methods than descriptive or explanatory
studies and it is often the case that results from exploratory studies lead
to descriptive or explanatory studies. Research questions are typically
broad and open-ended and hypotheses are uncommon.

25
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Descriptive studies are focused on documenting and describing
a particular phenomenon. Examples of descriptive studies are those
whose results characterize query logs and query behaviors (e.g., [146]).
The main purpose of such studies is to provide benchmark descrip-
tions and classifications. Although results of descriptive studies can
become dated over time, temporal comparisons of results can made.
As with exploratory studies, results of descriptive studies can be used
to inform other studies. For instance, an analysis of a query log could
give a researcher a principled way of selecting tasks to use in a labo-
ratory study or suggest a hypothesis that can be evaluated as part of
an explanatory study. Descriptive studies can lead to a weaker form of
prediction via correlation analysis. However, such studies are not able
to explain why a relationship exists between two variables.

Explanatory studies examine the relationship between two or more
variables with the goal of prediction and explanation. Explanatory
studies are often concerned with establishing causality and because
of this require variables of interest to be isolated and studied systemat-
ically. Explanatory studies are often conducted in the laboratory since
this is the environment that affords the researcher the most control
over the situation. Explanatory studies use more structured and focused
methods than exploratory or descriptive studies and involve hypothesis
testing. Despite the name, it is important to note that not all explana-
tory studies offer explanations — many just report observations and
statistics without offering any explanation. It is also important to dis-
tinguish between prediction and explanation: it is possible to build
predictive models of events without actually understanding anything
about why such events occur. Very often researchers stop at prediction
and do not pursue explanation, but it is actually explanation that is
tied most closely to theoretical development.

4.2 Evaluations and Experiments

In classic IR, experiment and evaluation have been used interchange-
ably, but these two types of studies need to be separated when
discussing IIR. One can conduct an evaluation without conducting an
experiment and vice versa. Evaluations are conducted to assess the
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goodness1 of a system, interface or interaction technique and can take
many forms (some of which are discussed later). Experiments have his-
torically been the main method for interactive system evaluation, but
experiments can also be conducted to understand behavior. IIR exper-
iments look similar to those conducted in social science disciplines such
as psychology and education. For instance, it is common to evaluate
the relationship between two or more systems and some set of outcome
measures, such as performance or usability. This is a standard experi-
mental model where the goal is to examine the effects of an independent
variable (e.g., system type) on one or more dependent variables (e.g.,
performance and usability). Two important characteristics of exper-
iments are that there are at least two things being compared (e.g.,
system type) and that some manipulation takes place. For instance,
one might manipulate which system a subject uses.

In some types of IIR studies only a single system is evaluated. This is
a weaker form of evaluation since it is not possible to demonstrate how
much better users perform or how different their behaviors and inter-
actions are since there is no point of comparison. Traditional usabil-
ity tests are examples of this type of evaluation. Traditional usability
tests are usually conducted with a single version of a system, with the
goal of identifying potential usability problems. These types of studies
are particularly important for formative evaluation: evaluation that is
conducted during system development [97]. Formative evaluations can
be contrasted with summative evaluations which assess the value of a
finished or mature system.

4.3 Laboratory and Naturalistic Studies

Studies can also be characterized according to where they take place.
Studies can take place in the laboratory or in a naturalistic setting.
Most, but not all, experiments take place in the laboratory. It is impor-
tant to note that if you are conducting a study in a lab, this does
not automatically make the study an experiment. It is traditional to
conduct other types of studies, such as usability tests, in labs even

1 The term goodness is used as an abstract construct and may, of course, represent a number
of things such as performance, usability or effectiveness.
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when there are no experimental conditions or manipulations. Labora-
tory studies are good with respect to the amount of control researchers
have over the study situation. This is particularly useful when trying
to isolate the impact of one or more variables. Of course, one perennial
criticism of laboratory studies is that they are too artificial, do not
represent real life and have limited generalizability.

Naturalistic studies examine IIR in the settings in which it occurs.
Log-based studies are examples of naturalistic studies since they cap-
ture behavior as it is occurs in real life. The behavior that is captured
is thought to be more representative of the user’s true behavior since
the chances that it contaminated or biased by the study design or the
researcher is much less than that captured in a laboratory. One impor-
tant drawback to conducting naturalistic studies is that the researcher
has little control over the setting, which can make it hard to make cross-
user comparisons. The amount and types of data one collects might be
as variable as the number of users in the study. It can also be difficult
to administer naturalistic studies since they are more intrusive and the
user often has to be willing to give up some privacy.

It is also possible to conduct natural experiments. One example is
the study by Anick [11] who conducted live trials of an interface for
query expansion. As a researcher at a large search engine company,
Anick was able to distribute an experimental interface to a number of
users and compare its use to the standard interface. In another example,
Dumais et al. [79] deployed two working versions of a desktop search
tool to 234 people within an organization and gathered data on its use
over the course of six weeks.

4.4 Longitudinal Studies

Naturalistic studies are often longitudinal in that they take place over
an extended period of time and measurements are taken at fixed inter-
vals. Longitudinal approaches can also be incorporated into laboratory
studies — users might be required to attend multiple sessions over time.
Longitudinal approaches are often used when one wants to study if and
how something changes over time. Although studies employing longitu-
dinal approaches are more time consuming, they represent a necessary
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and important type of study since many kinds of information seeking
and retrieval activities take place over extended periods of time during
multiple search sessions [181, 247]. Only studying single search sessions,
such as the kind typically studied in the lab, places limits on what is
known about IIR.

One important consideration in designing longitudinal studies is
determining the duration of the study, as well as the measurement inter-
val. Having some understanding of the behavior and some expectation
about how often it occurs can help one make this decision. For instance,
if the behavior occurs everyday then one might want a different dura-
tion and measurement interval than if the behavior occurs weekly. It is
also the case that in the social world, user behavior can be governed by
a number of external factors. For instance, the occurrence of a holiday
or a project deadline will likely change the kinds of behaviors users
exhibit and these behaviors may not represent their typical behaviors.

4.5 Case Studies

Another approach is the case study. This type of study is not seen a
lot in IIR, but as the area grows, researchers may begin to do more of
these studies. Case studies typically consist of the intensive study of
a small number of cases. A case may be a user, a system or an orga-
nization. Case studies usually take place in naturalistic settings and
involve some longitudinal elements. Researchers conducting case stud-
ies are less interested in generalizing their research results and more
interested in gaining an in-depth, holistic, and detailed view of a par-
ticular case. The ability to generalize is traded for a more complete
and robust representation of how something occurs in a small number
of cases. Case studies are particularly useful when little is known about
an area and for understanding more about details that sometimes get
lost when averaging over large numbers of users.

4.6 Wizard of Oz Studies and Simulations

Wizard of Oz studies get their name from the well-known film/book
of the same title. In this work, the protagonist Dorothy, travels a
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great distance to visit the Wizard of Oz who at first glance appears
very grand and intimidating. However, as it turns out, the Wizard is
really just a small man behind a curtain orchestrating a grand Wizard
façade. Wizard of Oz studies are similar in that researchers often imi-
tate ‘grand’ systems that they would like to study. While users believe
they are interacting with a real system, in reality there are one or
more researchers ‘behind the curtain’ making things work. For exam-
ple, suppose a researcher wanted to study a speech user interface for
querying and interacting with an IR system. Rather than building the
entire system, the researcher might first want to learn something about
the range of desired communications and interactions. Users might be
instructed to speak to the system while a researcher sits in another
room and controls the system. Wizard of Oz studies can be used for
proof-of-concept and to provide an indication of what might happen in
ideal circumstances [67].

Wizard of Oz studies are simulations. Heine [126] discusses simu-
lation experiments in the context of IR research. While systems are
simulated in Wizard of Oz studies, another entity that has been simu-
lated in IR studies is users. Rather than recruit and study real users,
simulated users are used to exercise systems. Users may be defined by
one or more characteristics which can take on a number of values. Sim-
ulated users consist of various combinations of these characteristics and
values. Simulated users can also represent different actions or steps a
real user might take while interacting with an IR system. Some concerns
about the use of simulated users include the realism and utility of the
simulated users and more fundamental issues about what it means to
really study users and user behavior. Some positive things about simu-
lated users is that IIR evaluations can be conducted more rapidly and
with less cost and larger numbers of users (albeit simulated), who have
a broad range of carefully controlled characteristics. It is also the case
that one can control learning through programming — the researcher is
able to determine if and how learning will take place during the study.
Example studies of simulated users include Lin and Smucker [180] and
White et al. [293].
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This section discusses some of the basics of IIR research. Most of
these things are necessary parts of any empirical research, but they are
reviewed here because they form the foundation of research endeavors.

5.1 Problems and Questions

All studies are motivated by some problem or gap that exists in the
research. Thus, the first step in conducting any study is to identify and
describe the problem. This helps focus one’s attention and provides a
roadmap for the presentation of research results. Describing the prob-
lem and its relevant pieces also helps ensure that proper attention has
been paid to what is currently known about a particular issue (and
that a proper literature review has been conducted). Within the con-
text of some given problem, the research question essentially identifies
the piece of the problem that will be addressed by the study.

The research question1 should be narrow and specific enough that
it can be addressed in a study, but the specificity of the question will

1 Although research question is used in the singular, it is common for studies to have multiple
related research questions. It is advised to have multiple, simple questions rather than a
single, complex question.
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depend in part on the purpose of the study. For instance, explana-
tory studies typically have much more concise and narrow research
questions than exploratory studies. Research questions should also be
value-free in a sense that the researcher’s opinion is not embedded in
the question. If the researcher has some belief about the outcome of
the study, then this should be framed as part of the study hypothesis,
not research question.

Figure 5.1 shows some example research questions from IIR stud-
ies. The first example identifies a broad question that was part of an
exploratory study. Example 2 is a descriptive question, while the final
two examples are of specific, focused explanatory research questions.
Since description often leads to explanation, some studies might have
both a descriptive and explanatory research question. What is known
about a particular phenomenon and the extent to which one wants
to study it determines the specificity with which questions can be
asked.

Researchers who are very focused on their particular system might
also be tempted to pose a question in the form, “Is System X better
than System Y?” This is probably okay (even though it could techni-
cally be answered with a binary response), but in some ways detracts
from more specific types of questions that can be asked regarding the
differences between System X and System Y. A better approach would
be to identify the expected differences (e.g., in performance or usability)
and formulate specific questions about these differences, rather than to
lump everything together in a single question. The general question
might be fine for a strict evaluation, but more specific questions are

Example 1: How do people re-find information on the Web? [268]

Example 2: What Web browser functionalities are currently being used during web-based
information-seeking tasks? [163]

Example 3: What are the differences between written and spoken queries in terms of their
retrieval characteristics and performance outcomes? [62]

Example 4: What is the relationship between query box size and query length? What is
the relationship between query length and performance? [22, 159]

Fig. 5.1 Some example research questions from IIR studies. Example 1 is exploratory,
Example 2 is descriptive, and Examples 3 and 4 are explanatory.
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better suited for situations where the researcher wants to understand
IIR behaviors or phenomenon that transcend a specific system.

5.2 Theory

A theory is “a system of logical principles that attempts to explain
relations among natural, observable phenomena. A theory appears
in abstract, general terms and generates more specific hypotheses
(testable propositions)” [95, p. 132]. Littlejohn [182, p. 21] describes
theory as “any conceptual representation or explanation of a pheno-
menon.” Thus, two of the most important qualities of theories are that
they offer explanations of particular phenomena and allow researchers
to generate hypotheses. The testing of hypotheses, in turn, allows
researchers to further refine and extend theories. Theories can also be
developed and refined through grounded theoretical approaches [108].

Historically, IR and IIR have been driven by innovation and technol-
ogy; the emphasis has been on applied and practical aspects of science.
As a result, there has been less in the way of theoretical development.
Indeed, a lot of research does not even mention or consider theory.
This is not to claim that there are no theories or theoretical constructs
in IR and IIR — some examples include Robertson’s [218] probabil-
ity ranking principle, Ingwersen’s [137] theory of polyrepresentation
and Belkin’s [19] anomalous states of knowledge. In the area of human
information behavior there is even a book describing common theories
and models [93]. What is claimed is that at present, theory innovation
has received less attention than system innovation. Currently, research
in IR and IIR emphasizes results over explanation, and many studies
are not motivated theoretically.

5.3 Hypotheses

Hypotheses follow from research questions (or theory) and state
expected relationships between the concepts identified in the questions
(such concepts may be more or less definable, but they are eventually
represented by variables). There are two types of hypotheses: alter-
native hypotheses and null hypotheses. An alternative hypothesis is
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the researcher’s statement about the expected relationship between the
concepts under study. This is also known as the research hypothesis.
Research hypotheses are called alternative because they present alter-
natives to the null hypothesis, which states that there is no relationship
or difference. The null hypothesis is accepted by default; the scien-
tific method places the burden on the researcher to demonstrate that
a relationship exists. Although there are several published accounts
of researchers proposing and testing null hypotheses, this is actually
counter to the scientific method since null hypotheses do not need test-
ing — they represent the default description of things. Scientists start
with null hypotheses because logically it is easier to show that some-
thing is false instead of true.

In general, science is about accumulating evidence to demonstrate
some relationship rather than providing definitive proof. The logic is
such that we are not ever able to say that our alternative hypothesis
represents the truth or that we have proved it. In fact, it can be argued
that it is not useful to talk about truths, especially when studying the
social world, but rather to talk about accumulation of evidence, which
supports a particular hypothesis or points in a general direction. When
we engage in hypothesis testing, strictly speaking we are able to make
two statements about the relationship between the evidence we collect
and our hypothesis: (1) our evidence allows us to reject the null hypoth-
esis, in which case it is shown that our hypothesis provides a better (but
not the only) description of what is going on, or (2) our evidence does
not allow us to reject the null hypothesis, in which case we fail to reject
the null. The burden of proof lies with the researcher, and even then,
absolute proof is not a useful construct. Instead, researchers show that
the evidence they collect demonstrates that the null hypothesis does
not adequately describe what is going on; the alternative hypothesis
offers an alternative explanation of what is going on, but it still may
not adequately capture what is happening.

At the most basic level, a hypothesis should state a relation-
ship between two or more things. One common mistake that many
researchers make is not actually posing testable hypotheses or not
fully articulating the comparison they would like to make. By nature,
hypotheses are comparative and suggest the existence of at least two
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things. For instance, it is not sufficient to say, “System A is usable,” or
that “System A is more usable,” but “System A is more usable than
System B.” While one could provide descriptive statistics that show,
for instance, that 70% of subjects rate System A as usable, without at
least two groups, one cannot perform any statistical testing. There is
no way to test the first statement, particularly since there are no bench-
marks upon which to base rejection of the null. In the statistics section
of this paper, it will be shown that it is possible to have a hypothesis
that does not explicitly name two groups, but this is when one group
is the population and the population parameter is known.

Hypotheses can also be directional or non-directional. The hypothe-
sis that System A is more usable than System B is a directional hypoth-
esis since the direction of the difference is given. Contrast this with a
non-directional form of this hypothesis, there is a difference in usability
between System A and System B. Finally, strictly speaking, hypotheses
should be stated at or near the beginning of a study. Researchers often
create hypotheses after they begin examining their data, but the sci-
entific method calls for hypotheses to be identified clearly before any
data are collected.

5.4 Variables and Measurement

Variables are present in almost all studies, although they play less of
a role in qualitative studies. Variables represent concepts. Specifically
they represent ways of defining, observing and measuring the concepts
that researchers aim to study. Relevance, performance, and satisfaction
are all concepts. To investigate concepts, researchers must engage in
two basic processes: conceptualization and operationalization. These
processes involve articulating definitions, but at two different levels.

5.4.1 Conceptualization and Operationalization

Conceptualization is the process by which researchers specify what
they mean by particular terms. Some terms have very agreed-upon
meanings. For instance, if we talk about someone’s sex, most people
would understand what we mean. However, other terms can have a
variety of meanings. For instance, there is no universally agreed-upon
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definition of relevance. We know from studies that have attempted
to define relevance that there are many interpretations of this term,
as well as many manifestations [235, 236]. Thus, the first step in
attempting to measure a concept like relevance is to define it. Such a
definition is considered a working ornominal definition — it represents
a temporary commitment on the part of the researcher and helps
frame the study and delineate findings. No claim is made about the
universality of the definition.

Sometimes it is useful to subdivide a concept into dimensions to
make conceptualization easier. For instance, in defining relevance,
one might first identify specific dimensions such as those articulated
by Saracevic [234] — algorithmic, topical, cognitive, situational, and
affective. Next, one might provide specific definitions for these terms
rather than trying to provide a single, all-encompassing definition for
relevance.

After articulating conceptual definitions, the next step is to pro-
vide operational definitions, which state the precise way the concept
will be measured. For instance, one might decide to measure topical
relevance by asking subjects to indicate how useful they find docu-
ments and giving them a five-point scale to indicate this. One might
define algorithmic relevance as the system’s estimate of the likelihood
that a user will find a document useful given a particular query and
use the relevance scores produced by the retrieval system as an indi-
cator. Usability, a concept that plays an important role in many IIR
evaluations is often subdivided into dimensions such as effectiveness,
efficiency, and satisfaction. Doing this is only part of the process since
one must also define these concepts and state how they will be mea-
sured and observed. Very often researchers do not carefully articulate
the conceptual and operational definitions that they employ in their
reports; if this has not been done, it is difficult to evaluate the quality
and appropriateness of the measures, and the validity of the work. This
also makes it difficult to compare findings across studies.

5.4.2 Direct and Indirect Observables

A useful distinction to make between IIR measures relates to whether
they are directly or indirectly observed. Direct observables are often
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byproducts of a user’s behaviors and interactions and are produced as
the user searches. For instance, number of queries entered, number of
documents opened, and the amount of time spent searching are exam-
ples of measures that are directly observable. Indirect observables are
those things which cannot be observed and that essentially exist within
the user’s head. An example of an indirect observable is satisfaction.

For both types of observables — direct and indirect — it is impor-
tant to ensure that the equipment used to make the observations is valid
and reliable. Direct and indirect observables present different issues in
this regard. With direct observables there is a ground-truth — we can
physically count the number of queries a user enters and compare this
value to what is recorded by some other instrument, such as a logger.
However, for concepts that are only indirectly observable, instrumen-
tation is more difficult. Not only must researchers be concerned with
whether indirect measures are good representations of particular con-
cepts, but they must also be concerned with how this information is
captured (e.g., does a five-point Likert-type item adequately capture
satisfaction?). Ground-truth exists in each individual user’s head and
there is no way to compare what we can observe through a self-report
scale to this truth.

IIR is concerned with many more indirect observables than direct
observables, which would suggest that measurement and instrumenta-
tion should be priority research issues. Unfortunately, there are not a
lot of research programs focused on measurement, which makes it diffi-
cult to understand the extent of measurement problems in IIR evalua-
tions. Many measures are developed in an ad-hoc fashion and there are
few well-established measures and instruments, especially for indirect
observables. Ultimately, any new measure should be both valid and
reliable. These issues are discussed later.

5.4.3 Independent, Dependent, and Confounding Variables

Another distinction that can be made is between independent, quasi-
independent, and dependent variables. Using the language of cause and
effect, independent variables are the causes and dependent variables
are the effects. In experiments, researchers typically manipulate the
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independent variable — for instance, asking people to use particu-
lar systems or assigning them to particular experimental conditions.
Quasi-independent variables are variables that can create differences
in some outcome measure, but are not manipulated by the researcher.
Sex is a good example of a quasi-independent variable. A researcher
might be interested in examining differences in how males and females
use an experimental and baseline IIR system, but a researcher cannot
manipulate anyone’s sex. The researcher might ask equal numbers of
males and females to use each system, but this variable is not under
the researcher’s control in the same way as system type. Dependent
variables are outcome variables, such as performance and satisfaction.
In most IIR evaluations, researchers are generally interested in exam-
ining how differences in one or more independent variables impact one
or more dependent variables.

Confounding variables (or confounds) are variables that affect the
independent or dependent variable, but have not been controlled by
the researcher. Often researchers are unaware that such variables exist
until they begin a study or after a study ends. If a researcher realizes
that such variables exist before the study starts, then the researcher
can control the effects of the variables. For instance, a researcher might
believe that search experience impacts how successful a person will
be with an information retrieval system. If the researcher were testing
two IIR systems, it would be important to ensure that equal numbers
of subjects with high and low search experience were assigned to use
each of the systems. If more subjects with high search experience were
assigned to use one of the systems, then it might be found that subjects
did better with this system, but the cause could not be attributed to the
system since another potential explanation exists. In this case, search
experience would be considered a confounding variable.

In addition to independent and dependent variables, moderat-
ing and intervening variables are also used to represent relationships
among concepts. However, at present, these are used less frequently in
IIR evaluations. Moderating variables affect the direction or strength
of the relationship between an independent and dependent variable.
For instance, consider the above example regarding the relationship
between system, search experience and performance. Suppose the
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researcher designed two interfaces, one which supported advanced
search and another which supported simple search. The researcher
might be interested in investigating how well subjects perform with
each of the systems. The researcher might further believe that sub-
jects who have high search experience will perform better with the
advanced system, while those with low search experience will perform
better with the simple system. In this situation, search experience is
said to moderate the relationship between interface type and perfor-
mance because different levels of search experience (high and low) result
in different types of relationships between the independent and depen-
dent variables.

Finally, an intervening variable provides a connection or link
between an independent and dependent variable. For instance, a larger
query box might lead subjects to enter longer queries. These longer
queries, in turn, might lead to better performance. The connection
between the independent and intervening variables and intervening and
dependent variables basically represents two causal relationships. One
would not say that a larger query box caused differences in perfor-
mance, but rather that a larger query box caused differences in query
length which in turn, caused differences in performance.

5.5 Measurement Considerations

When designing measures, there are a number of properties to consider.
Most of these properties are related to measures that have a response
set. Such response sets might contain numeric or textual choices or
categories for responding.

The first property is related to the range of variation that is
expected to occur in the concept being measured. The range of varia-
tion is the extent to which a measure presents an adequate number of
categories with which to respond. Range of variation is closely related
to the preciseness of the measure. For instance, when creating an instru-
ment for eliciting relevance judgments from subjects, is a binary scale,
a tertiary scale, or a five-point scale provided?

Exhaustiveness is closely related to range of variation and is the
extent to which a response set can be used to characterize all elements
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under study, where an element might be a system, document or user.
For instance, with a binary relevance scale, a user might have a difficult
time characterizing a document that is partially relevant. Another com-
mon example, although not used in most IIR evaluations, is race. Very
often some races are missing from the list of choices (exhaustiveness)
and others are not differentiated enough (range of variation). Under-
standing both the range of variation and how exhaustive measures need
to be is very much related to the researcher’s knowledge and expecta-
tions of the typical variation that exists within the elements under
study.

Another property to consider is exclusiveness. This property is the
extent to which items in the response set overlap. When this prop-
erty has been violated, there might be more than one response that
can be used to characterize a single object. For instance, a user might
be provided with the following options for indicating relevance: not
relevant, partially relevant, somewhat relevant and relevant. Most sub-
jects would have a difficult time distinguishing between the middle two
options (unless the researcher provided some very good definitions of
each choice). Not all measures have to be exclusive, for instance, some
questions allow a user to make more than one choice, but such questions
can technically be viewed as a series of binary items.

Another property is equivalence. This property is the extent to
which the items in a response set are of the same type and at the same
level of specificity. Consider a scale that is meant to assess a person’s
familiarity with a search topic and has at one end of the scale the label
very unfamiliar and at the other end, I know details. It would better to
associate the first label with very familiar, and the second label with
I know nothing since these are true opposites and at the same level
(knowing details is slightly more specific than being familiar).

A final property is appropriateness. This is the extent to which the
provided response set makes sense in relation to the question being
asked. Consider the following question which might be asked of sub-
jects, “How likely are you to recommend this system to others?” If
the researcher provided subjects with a five-point scale with strongly
agree and strongly disagree as anchors, then this response set would be
inappropriate because the scale anchors do not match the question.
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5.6 Levels of Measurement

The level of measurement used to represent a variable is a critical con-
cept since it ultimately determines what types of statistical tests are
possible. Researchers often wonder what type of statistical test is most
appropriate for their data. The answer to this question, in part, lies
with the levels of measurement. There are two basic levels of measure-
ment: discrete and continuous. One of the biggest differences between
discrete and continuous measures is the extent to which the values rep-
resent real numbers. This, in turn, impacts the extent to which data
produced from these measures can be used in mathematical functions.
As one moves from discrete to continuous levels of measurement, one
is able to conduct more sophisticated types of statistical analyses.

5.6.1 Discrete Measures

Discrete measures provide and elicit categorical responses. These cat-
egorical responses can be textual or numeric. Discrete measures are
divided into nominal and ordinal data types. Nominal data types pro-
vide response choices that represent different kinds of things but not
different degrees. Ordinal measures provide response choices that are
ordered, where choices represent different degrees. A classic example of
a nominal measure is sex, which has two levels (choices or responses):
male and female. These two levels are different from one another, but
there is no order among them — one is not better or more than the
other. Instead they represent the exhaustive set of choices that all sub-
jects would need to be able to classify themselves. The most common
type of nominal variable in IIR evaluations are independent variables
such as interface type and task-type.

The two common ways that ordinal measures are used
are as rank-order measures and as Likert-type2 scale measures.
An example: a rank-order measure is when a subject is given a set
of documents and asked to order them from most relevant to least

2 Likert-type is used to describe numeric scales (regardless of points) that are used to elicit
data from users. The term Likert-type is used because the original Likert scale was a five-
point scale that measured agreement and was scored and administered a bit differently
than how such scales are often used today [178].
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relevant. This type of measure allows the user to show the perceived
relationship among the documents with respect to relevance, but this is
a relative measure rather than absolute. For instance, we could identify
which documents were more relevant than others, but we could not dis-
cuss the magnitude of these differences. That is, we could not say how
much more relevant one document was than another. The difference
between documents ranked 1 and 2 might be slight, while the differ-
ence between documents ranked 2 and 3 might be large. The differences
between consecutive points are not equal.

The other common type of ordinal measure in IIR is Likert-type
scales. While such scales give the impression of a true number line,
the values do not represent real numbers (instead, one can think of
the numeric values as labels). If we provided subjects with a five-point
scale, where 1=not relevant and 5=relevant, and asked them to judge
a set of documents, then we would still be in a position to describe
which documents were more relevant than others, but we would be
unable to describe the amount of these differences. We could say that
a document rated 4 was more relevant than a document rated 2, but
we could not say that a document rated 4 was twice as relevant as a
document rated 2 since the scale contains no true zero.

To use a Likert-type scale subjects have to perform some calibra-
tion. This is unlikely to be consistent across subjects or even within a
subject: one subject’s 2 may not represent the same thing internally
as another subject’s 2. Because Likert-type scales are not represented
by real numbers, the types of analyses that can be done with them
are limited. This is unfortunate since these measures are the sine qua
non of any science whose aim is to study human behavior and atti-
tudes. Because of this, an accepted practice in the social sciences is to
promote Likert-type measures to a continuous data type so that more
sophisticated analyses can be done.

5.6.2 Continuous Measures

Continuous measures are divided into interval and ratio data types. For
each of these types, differences between consecutive points are equal,
but there is no true zero for interval scales. The most common examples
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given for interval level data are the Fahrenheit temperature scale and
intelligence quotient (IQ) test scores. For both measures, a score of zero
does not indicate the complete absence of heat (indeed, the freezing
point is 32 degrees) or intelligence. However, it is the case that the
absolute differences between temperatures of 40 and 80 degrees, and
50 and 90 degrees are the same. However, it is not appropriate to say
that a temperature of 80 degrees is twice as warm as a temperature of
40 degrees since there is no true zero on the scale.

The ratio level of measurement represents the highest level of mea-
surement. A true number line underlies measures of this type. Com-
mon examples of ratio levels of measurement include time and almost
any measure that can be verbally described as the number of occur-
rences. For instance, the number of queries issued, the number of pages
viewed, and the number of documents saved. It is sometimes difficult
to imagine these values being zero, but it is possible. For example, it
is possible for someone not to enter a single manual query (imagine a
system that supports browsing) or not open any documents during a
search session. Another nice thing about ratio level data is that it can
be transformed into ordinal and nominal level data. For instance, based
on recall scores, an ordinal measure called search expertise, with the fol-
lowing levels: poor performers, medium performers and top performers
could be created.



6
Experimental Design

The basic experimental design in IIR evaluation examines the relation-
ship between two or more systems or interfaces (independent variable)
on some set of outcome measures (dependent variables). IIR evalua-
tions can include other independent variables as well such as task-type,
and quasi-independent variables such as sex and search experience. One
important part of experimental design which will be discussed in detail
is rotation and counterbalancing. Tague-Sutcliffe [261] was one of the
first to write formally about this in IIR. This allows one to control
aspects of the study that might otherwise introduce experimental con-
founds. This section also presents other issues related to experimental
design including study mode, protocols, tutorials, timing and fatigue,
and pilot testing.

6.1 Traditional Designs and the IIR Design

Traditional designs can be discussed in terms of pre-experimental
designs and experimental designs. These are standard designs that
are discussed and presented in a number of research methods text-
books (e.g., [13]). They are not a creation of IIR and do not always
fit perfectly with IIR study situations, but they do provide different

44
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Group Time 1 Time 2
1 O E O
2 O C O
3 E O
4 C O

Fig. 6.1 Solomon four-group experimental design.

ways of thinking about study design and measurement. The distinc-
tion between pre-experimental and experimental designs rests on the
absence of a control group and baseline measurement. Figure 6.1
presents a well-known experimental design, the Solomon four-group
design [47]. The different groups in this design can be used to illustrate
other types of research design, including pre-experimental designs. A
pre-experimental design with no control group or baseline measurement
is represented by Group 3. In this group, an experimental stimulus (E)
(e.g., a system) is introduced and then an observation or measurement
(O) is taken of some outcome measure (e.g., performance). One of the
most common types of studies in IIR that follow the design depicted
by Group 3 is the single system usability test. There is no comparison
or control system. Instead, subjects use one system and some initial
feedback is collected regarding its goodness. Note that this type of
study does not allow for the testing of hypotheses related to the sys-
tem because there is only one system being studied. No comparison is
possible, except with pre-determined population parameters, which are
unlikely to exist. It is important that one looks closely at one system
studies before deciding they are usability studies and not experiments.
Many experiments only involve a single system, but some other vari-
able of interest is manipulated and of interest. It is possible for IIR
evaluations to have independent variables that are not tied directly to
a system. The system may just be used as an instrument to facilitate
information search (e.g., [168]).

The other attribute that makes this (Group 3 only) a pre-
experimental design is that a baseline measure of the outcome vari-
able has not been taken. In traditional experimental models, baseline
measures of the outcome variables of interest are elicited before the
stimulus is introduced. This is depicted by Group 1 in Figure 6.1. For
instance, if one were evaluating a new drug designed to help people lose
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weight and the outcome measure was a person’s weight, one would need
to obtain a baseline weight for each subject to know if the drug was
associated with a decrease in weight — without this measure it would
not be possible to determine this. In the context of IIR, one general
goal of many evaluations is to determine if a particular system helps
subjects find relevant documents. Attempting to elicit a baseline mea-
sure before the system (stimulus) is introduced does not make much
sense and would probably not be possible. We can also imagine that
the goal of an IIR system is to help subjects learn something about
their information problems. To evaluate this, we would really need to
measure subjects’ knowledge of their information problems before and
after they used the system.

Baselines are used in IIR evaluations, but in a way that differs
slightly from the classic experimental model. In the context of IIR eval-
uations, baselines are often introduced as an alternative to the exper-
imental system. Instead of taking a baseline measure before a user
interacts with a stimulus, the baseline is more often represented by one
level of the stimulus variable. For example, if the stimulus variable is
an IIR system, it might have two levels: experimental and baseline.
Thus, baselines in IIR evaluations are more similar to control groups
(C) in Figure 6.1. In the traditional experimental model, the stimulus
variable is usually either present or absent and a control group is used
along with pre-treatment measurement (Figure 6.1, Groups 1 and 2).
In Figure 6.1, the classic IIR design is represented by Groups 3 and 4.
This model ostensibly functions as the archetypical IIR evaluation
design.

A baseline (or control in the traditional model) is generally defined
as the status quo, which raises some interesting questions with respect
to IIR evaluations. Specifically, if IIR systems are under study and
baselines represent subjects’ normal experiences, then in most cases
this would be a commercial search engine. However, it is not possible
or valid to compare an experimental IIR system to a commercial search
engine.1 For instance, a researcher may be using a closed collection of
newspaper articles; if a commercial search appliance were used to access

1 This may be possible if you work for a commercial search engine company.
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this collection as a baseline, it might not work optimally because of
characteristics of the corpus and search algorithm. Thus, such an eval-
uation would not be comparing similar situations. Of course, whether
a commercial search engine is a valid baseline depends greatly on the
purposes of the study and the system. Even though it may not be
possible or desirable to use a commercial search engine as a baseline,
it is important to recognize subjects’ previous search experiences and
search norms will impact their interactions with, and expectations of,
any experimental IIR system.

Developing a valid baseline in IIR evaluations often involves iden-
tifying and blending the status quo and the experimental system. For
instance, if a researcher developed a new technique for displaying search
results, then a baseline method of doing this could be modeled after
methods used by commercial search engines. If the experiment was
done using a proprietary system or well-established system, then the
baseline could be the retrieval method currently used by that system
(given that one was testing the workings of the system). Things get a bit
more difficult when the experimental system or interface is something
that subjects have never seen. Researchers often develop experimen-
tal IIR systems from scratch using languages such as Java. There is
a good chance that the interface will look very different from a Web-
based system to which subjects are accustomed. In this case, if one were
comparing a new search interface feature, it would not be reasonable to
compare this to a standard Web search engine since the number of dif-
ferences between these two systems would be great. If differences were
found, it would be difficult to relate them to the specific search interface
feature of interest and to rule out the possibility that these differences
were not caused by some other feature or aspect of the system.

As mentioned earlier, the design depicted in Figure 6.1 is called
the Solomon Four-Group Design [47]. It was developed to address sev-
eral major threats to the internal validity of experiments. These will
not be discussed here, but suffice to say the four groups allow the
researcher to control a number of threats to validity. The Solomon
Four-Group Design is quite nice, but requires large numbers of subjects,
since the groups are independent. Many researchers in other disciplines
use the classic experimental design (Groups 1 and 2 only), while others
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(IIR included) use a modified design based on Groups 3 and 4. This
design is called a Posttest-only Control Group Design [47]. Campbell
and Stanley [47] argue that these are the only two groups needed, if
subjects have been randomly assigned to the groups.

All of these designs rest of the assumption that subjects comprising
each of the groups are equal across a range of characteristics. Charac-
teristics which might, if not equally distributed across groups, conspire
to generate spurious results — results not caused by the stimulus, but
by some other characteristic of the group. Random assignment can be
used to increase the likelihood that these characteristics are distributed
equally across groups. While it is usually not possible to conduct true
random sampling in IIR evaluations, it is possible to randomly assign
subjects to groups (or conditions).

6.2 Factorial Designs

Currently, the more common way for researchers to discuss experi-
mental design in IIR is as factorial designs. This is particularly useful
when studying the impact of more than one stimulus or variable. The
models presented above assume a binary stimulus (experimental and
control), but the researcher might also be interested in studying the
impact of a number of factors2 on one or more outcome variables. Fac-
torial designs accommodate this. In the preceding example there was
one factor, system type, which had two levels, experimental and base-
line. If the researcher believed that there might also be differences in
the outcome variable based on the sex of subjects, then sex would be
an additional factor, with two levels, male and female. This is tightly
coupled with the previous levels of measurement discussion; the factors
in a factorial design should be discrete. The levels represent distinct
categories rather than ratio level values.

There is a specific notation and language for describing factorial
designs. If the relationship between the two factors mentioned above
were examined (system type and sex) in relation to an outcome measure
such as performance, then the experiment is described as a 2×2 factorial

2 Used as a synonym for independent variable.
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Fig. 6.2 Example factorial designs. The first example is a 2×2 design with one indepen-
dent variable, system and one quasi-independent variable, sex. The second example is a
2×2×3 design with one additional independent variable, task-type, which has three levels:
navigational (n), fact-finding (f), and exploratory (e).

design. Both the number of digits and their magnitudes are meaning-
ful. The number of digits describe the number of factors (system type
and sex) and the magnitude of each number describes the number of
levels of each factor (experimental, baseline; male, female). If another
factor called task-type were added which had three levels (exploratory,
fact-finding, and navigational), the experiment would be described as a
2×2×3 factorial. These two designs are illustrated in Figure 6.2. Such
illustrations aid in describing a study and allow researchers to under-
stand and communicate the different types of comparisons that are
available. The different combinations of levels generate different con-
ditions (in the 2×2 there are four conditions and in the 2×2×3 there
are 12 conditions). Each condition will have some value on one or more
outcome variables. Comparisons can be made using cell, column and
row values. Each factor adds another dimension to the representation
and studies with four or more factors do not lend themselves as easily
to this type of representation and are not conducted that often anyway
because they require large numbers of subjects and it is difficult to
interpret results.

6.3 Between- and Within-Subjects Designs

Studies can also be characterized with respect to whether the indepen-
dent variables are between or within subjects. This is an important
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distinction which should be made in all reports. Between-subjects
means that subjects experience only one level of the variable, while
within-subjects means that subjects experience all levels of the vari-
able. Studies can be mixed along this characterization: some vari-
ables can be between-subjects, while others can be within-subjects. For
instance, system type might be a between-subjects variable, while task-
type might be a within-subjects variable. This means that each subject
would only use one system, but would have to complete all three task-
types. Some variables are necessarily between- or within-subjects. For
instance, values on the sex variable are completely beyond the control
of the experimenter and reside outside of the study. In the classic IIR
evaluation study, system type (or interface type) is typically within-
subjects to facilitate comparison of the two systems. Otherwise, it is
not possible to ask subjects to compare the systems since they would
have only used one of them. In other cases, it might be desirable to
make a variable between-subjects to avoid exposing subjects to all con-
ditions of the experiment, which might led to contamination.

6.4 Rotation and Counterbalancing

Rotation and counterbalancing are cornerstones of most experiments
and evaluations and are often associated with systems and tasks in
IIR evaluations [260]. The primary purpose of rotation and counter-
balancing is to control for order effects and to increase the chance
that results can be attributed to the experimental treatments and
conditions. Although treatment typically refers to the things that a
researcher tests or manipulates (e.g., interface), it also refers to the
tasks and topics which subjects execute when engaging in IIR regard-
less of whether these items are variables of interest. In most IIR eval-
uations that involve searching, search tasks are necessary in order for
subjects to exercise systems. Even though they may not be treated by
the researcher as independent variables, they do function as variables
and therefore must be controlled. This is typically achieved through
rotation.

Two types of designs can be used to systematically rotate variables,
the Latin square design and the Graeco-Latin square design (Graeco is
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also spelled Greco). The Latin square design accommodates a single
variable, while the Graeco-Latin square design can accommodate mul-
tiple variables — it is essentially a combination of two or more Latin
squares. To illustrate the different designs, let us assume that we are
testing three interfaces using six different search topics and that each
user will complete two topics per interface. The task will be held
constant and will be a document finding task.

6.4.1 A Basic Design

First, let us look at a basic design with no rotation (Figure 6.3), where
rows represent subjects and columns represent interfaces. Topics are
represented in the cells of the table. There are two major problems
with this design — the first is related to topic order and the second
is related to interface order. A Latin square can be used to control for
one of these things, but not both. A Graeco-Latin square is needed to
control both.

The major experimental confounds that are introduced by this
design are caused by order effects. Specifically, learning and fatigue can
produce results that are attributable to the experimental design rather
than the treatments. As subjects complete each consecutive topic, they
learn more about the experimental situation and the experimental sys-
tem (assuming that the systems are similar). With each topic encoun-
tered, subjects potentially transfer what they learn by completing one
topic to their interactions with the next topic, which might result in
better performance on topics that are presented last, as opposed to first.
Since the order of interfaces is fixed, it is also likely that the subject’s

Interface type

Subjects Interface 1 Interface 2 Interface 3

S1 1, 2 3, 4 5, 6
S2 1, 2 3, 4 5, 6
S3 1, 2 3, 4 5, 6
S4 1, 2 3, 4 5, 6
S5 1, 2 3, 4 5, 6
S6 1, 2 3, 4 5, 6

Fig. 6.3 A basic design with no rotation. Numbers in cells represent different topics.
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earlier experiences will impact later experiences. If, on average, sub-
jects perform best with the last interface, it may be a function of a
learning effect, rather than the goodness of the last interface. Another
problem with a fixed order for topics and interfaces is related to the
potential interactions among the topics and the system. Some topics
may be easier than others and some systems may do better with some
topics than others. If, for example, it was found that Interface 2 was
the best, it may be because Topics 3 and 4 were easier than the other
topics. In this case, while the researcher may attribute differences to
the interfaces, the differences are really caused by the topics.

Fatigue can also impact the results. As subjects engage in more
and more searches, they are likely to become fatigued, especially in
experiments that last over one hour. At the beginning of the study,
subjects may be more motivated and attentive than at the end of the
study. When subjects become fatigued they may move quickly through
the experiment just to finish. They may become cognitively exhausted
and just not be able to perform as well as they did at the start of the
study. If, for example, it was found that Interface 1 was the best, it
may be because subjects were more energized and worked harder in
the beginning of the study than at the end.

6.4.2 A Latin Square Design

To improve the design in Figure 6.3, a Latin square can be used to con-
trol for the effects of one of the variables — either topic or interface.
Latin square designs are used to rotate and control for a single variable
and in Figure 6.4 this variable is topic. The items in the cells of a Latin
square are distinct and should appear an equal number of times in each
row and each column. This can be accomplished fairly easily: for each
row, topics are shifted among the columns in a systematic way. Since
there are six topics, we need six rows (or six subjects) to get through one
topic rotation. Note that each user completes all topics. It is also impor-
tant to note that these designs do not eliminate learning or fatigue, but
distribute their impact equally across all treatments and conditions.

While the rotation in Figure 6.4 is balanced with respect to topics,
it is problematic for other reasons. There are two important things that
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Interface type

Subjects Interface 1 Interface 2 Interface 3

S1 1, 2 3, 4 5, 6
S2 2, 3 4, 5 6, 1
S3 3, 4 5, 6 1, 2
S4 4, 5 6, 1 2, 3
S5 5, 6 1, 2 3, 4
S6 6, 1 2, 3 4, 5

Fig. 6.4 Basic design with Latin square rotation of topics.

Interface type

Subjects Interface 1 Interface 2 Interface 3

S1 2, 4 1, 6 5, 3
S2 3, 5 2, 1 6, 4
S3 4, 6 3, 2 1, 5
S4 5, 1 4, 3 2, 6
S5 6, 2 5, 4 3, 1
S6 1, 3 6, 5 4, 2

Fig. 6.5 A basic design with Latin square rotation of topics and randomization of columns.

this type of rotation does not address. First, it is possible that there may
be some interaction among the topics, such that encountering Topic 4
after Topic 3 makes completing Topic 4 easier. Note that for all rows
of the table except one, Topic 4 always follows Topic 3. One can see
this visually in the design via the diagonal — this indicates that there
is still some order preserved in the table (it is easiest to spot this along
the ‘6’ diagonal). One way to address this problem is to randomize
the order of the columns (excluding the column headings). One could
assign numbers to each of the columns and then use a random number
generator to determine the column orders in the rotation. Figure 6.5
illustrates the table once this has been done. The properties of the
Latin square are still maintained and topics are no longer completed
consecutively. Note that even after randomization of the columns (not
topics) it is still the case that each topic will be completed first, second,
third, etc. an equal number of times.

The second thing that a standard Latin square design does not
address is the order effects introduced by the interfaces. One assump-
tion behind a Latin square rotation is that there is no interaction
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between the items represented by the rows and columns. Notice in
Figures 6.4 and 6.5 that Interface 1 is always used first, Interface 2
second and Interface 3 third. The previous discussion of order effects
as they relate to a fixed topic order also applies to a fixed interface
order. Learning and fatigue may conspire to impact the results.

6.4.3 A Graeco-Latin Square Design

The solution to the problem described above is to rotate the order
in which subjects experience the interfaces. This can be accomplished
with a Graeco-Latin square which is a combination of two or more
Latin squares. This is essentially equivalent to reproducing the Latin
square in Figure 6.4 above three times, each with a different interface
order. A single representation of this is displayed in Figure 6.6. In this
Figure, the interfaces are now represented within the cells instead of
as column headings. The column headings represent points in time
(or order) and the rows represent subjects. For instance, the first user
would use Interface 1 to complete Topics 1 and 2, and then Interface 2
to complete Topics 3 and 4, etc.

Subjects Time 1 Time 2 Time 3

S1 I1: 1, 2 I2: 3, 4 I3: 5, 6
S2 I1: 2, 3 I2: 4, 5 I3: 6, 1
S3 I1: 3, 4 I2: 5, 6 I3: 1, 2
S4 I1: 4, 5 I2: 6, 1 I3: 2, 3
S5 I1: 5, 6 I2: 1, 2 I3: 3, 4
S6 I1: 6, 1 I2: 2, 3 I3: 4, 5
S7 I2: 1, 2 I3: 3, 4 I1: 5, 6
S8 I2: 2, 3 I3: 4, 5 I1: 6, 1
S9 I2: 3, 4 I3: 5, 6 I1: 1, 2
S10 I2: 4, 5 I3: 6, 1 I1: 2, 3
S11 I2: 5, 6 I3: 1, 2 I1: 3, 4
S12 I2: 6, 1 I3: 2, 3 I1: 4, 5
S13 I3: 1, 2 I1: 3, 4 I2: 5, 6
S14 I3: 2, 3 I1: 4, 5 I2: 6, 1
S15 I3: 3, 4 I1: 5, 6 I2: 1, 2
S16 I3: 4, 5 I1: 6, 1 I2: 2, 3
S17 I3: 5, 6 I1: 1, 2 I2: 3, 4
S18 I3: 6, 1 I1: 2, 3 I2: 4, 5

Fig. 6.6 A basic design with Graeco-Latin square rotation for topic and interface.
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Note that this design has the same problem as the design in
Figure 6.4: Interface 2 always follows Interface 1 except when Interface 2
is first. To address this problem, the same column randomization strat-
egy described above can be applied. The column randomization should
be applied after the Graeco-Latin square has been built, otherwise it
cannot be ensured that each topic will be paired an equal number of
times with each system.

Randomization should be used to assign subjects to the different rows
in the table, even when the columns have been randomized. All experi-
mental designs assume random assignment of subjects to conditions. To
accomplish random assignment, numbers could be assigned to the rows
in Figure 6.6 and a random number generator could be used to deter-
mine the order of the rows. Random assignment to condition controls
for any potential differences that might be attributable to subjects. The
assumption is that any individual differences in subjects (e.g., intelli-
gence, search experience, and motivation) that might impact the results
will be equally distributed across condition and therefore controlled as
much as possible.

Notice that the rotation in Figure 6.6 provides insight into how
many subjects are needed for the study. We know that we need at least
18 subjects to get through the rotation once and to keep the study
completely balanced we would need to recruit subjects in batches of
18. However, this is not the only way to determine an appropriate
sample size. Statistical power, representativeness and generalizability
are also important factors.

6.4.4 Using the Mathematical Factorial to Construct
a Design

Another method that can be used to construct an experimental design
makes use of the mathematical factorial to enumerate all possible orders
for topics and interfaces. However, it is important to note that this is not
a Latin square rotation — it is a factorial rotation. It is also important
to note that this type of rotation is infeasible and cannot be used to
create a completely balanced designed in most cases. For instance, in
our example with three interfaces and six topics, we would first need
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to do a factorial for interface type (3! = 3 ∗ 2 ∗ 1), which results in
six possible orders. Next, we would need to do this for the six topics
(6! = 6 ∗ 5 ∗ 4 ∗ 3 ∗ 2 ∗ 1), which results in 720 possible orders. To make
the experiment completely balanced, we would need 4320 subjects (6 ∗
720). It is unlikely that anyone would have the resources to recruit and
study 4,320 subjects for a single study and besides, studying this many
subjects is not really necessary since at some point statistical power
plateaus. One might select a portion of these orders, but this would
not result in a completely balanced design. However, there are some
types of situations, where a factorial rotation is feasible. For instance,
two interfaces (2! = 2 ∗ 1) and four topics (4! = 4 ∗ 3 ∗ 2 ∗ 1) results in
48 possible orders.

6.5 Randomization and User Choice

Another method that can be used to create experimental rotations is
to randomly create orders. This can be done by combining different
orders of the interfaces and topics, or in conjunction with a Latin
Square, where the main variable of interest, interface type, is rotated
using a Latin Square and topics are randomly assigned to subjects.
It is often the case that researchers want to include more topics in
a study to increase generalizability and randomization is selected as
a way to assign topics to subjects. However, topics are unlikely to
be equally represented in the data set (unless very large numbers
of subjects are studied). Thus, results may be attributable to topics
and/or topic interactions with other independent variables. If one can
use a Latin or Graeco-Latin Square design, then it is a better choice
for ensuring a more balanced experimental designed.

Another approach is to give subjects a choice of topics. For instance,
subjects might be presented with 10 topics and allowed to select
four that they would like to research using the experimental systems.
The justification for this approach is it helps increase subjects’ motiva-
tion [292]. However, if one does this, one should be careful not to give
subjects too many choices and have some control over how many top-
ics are completed with particular systems. The danger in letting people
choose is that the choices may naturally create a situation where topic
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effects are present. There will likely be an unequal distribution in sub-
jects’ choices, resulting in some topics being overrepresented in a study
and others being underrepresented. It may also be the case that some
system–topic pairs occur more frequently unless extra effort is taken to
prevent this.

6.6 Study Mode

The mode in which a study is administered can also vary. IIR eval-
uations can be administered in batch-mode, where multiple subjects
complete the study at the same location and time or in single-mode,
where subjects complete the study alone, with only the researcher
present. The choice of mode is ultimately determined by the pur-
pose of the study. In studies where subjects are deceived in different
ways, completing different sequences of activities or will be interviewed,
single-mode studies are more appropriate. If the experiment is rela-
tively self-contained, subjects do similar things and can be directed via
computer, then batch-mode is appropriate.

Batch-mode studies are very efficient — more subjects can be ran in
a shorter period of time. However, it is important to note that subjects
can influence one another even when they do not communicate verbally.
For instance, in a batch-mode design, the first person to finish the
study will likely signal to others that the end of the experiment is
approaching. As a result, the remaining subjects might work faster
and be less thoughtful, even if they are in different conditions that
require more time. Thus, one should think carefully about non-verbal
signals that are present in batch-mode studies, what these signals might
communicate and how they might contaminate or change a subject’s
experiences and subsequent behaviors.

Studies can also be administered via the Web instead of in the lab-
oratory. Toms et al. [272] adapted the traditional TREC Interactive
Track IIR evaluation model so that it could be run on the Web. The
WiIRE framework provided an infrastructure where researchers could
plug-in different systems or interfaces for evaluation and tailor com-
mon instruments, such as questionnaires, to their needs. Researchers
are increasingly experimenting with different ways of administering
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evaluations online, although the impact of this on the quality of the
evaluation data is unclear. The main concern is that allowing people
to login to a system and complete a study in any environment poten-
tially introduces confounding variables that will be unknown to the
researcher. For instance, one subject might complete the study while
sitting in a loud environment, another might multi-task between the
study and other tasks, including text messaging and emailing, while
another might solicit help from others or refer to alternative resources
of information while searching. Of course, these all represent real use
scenarios (and subjects can be instructed about what is expected of
them) and this may be what interests the researcher. However, such
studies should not be treated as controlled experiments, because they
are not.

6.7 Protocols

A study protocol is a step-by-step account of what will happen in a
study. It is useful to have a document describing in detail exactly
what should happen to guide the researcher. Check lists and other
such documents can be used to ensure consistency in the administra-
tion of the study. This consistency helps maintain the integrity of the
study and ensure that subjects experience the study in similar ways.
Creating a detailed protocol also helps ensure that the experiment will
run smoothly and that the researcher knows what to expect. In cases
where multiple researchers are conducting a study, a protocol helps
ensure that the same steps are followed for each subject.

6.8 Tutorials

When subjects encounter new IIR systems it is often the case that
they need some instruction on how to use them. Many of the systems
that IIR researchers investigate are experimental and thus, differ from
the standard systems to which subjects are accustomed. In the past,
researchers have created print tutorials to introduce subjects to an
experimental system, while others have verbally administered tutori-
als. Of the two, the print option is best because it ensures that the
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presentation is consistent. These days, an easy method for creating a
tutorial is to record a video tutorial using screen capture software. This
video can be played for each user and it can be guaranteed that what
is told and how it is told is consistent. It is best to first develop a script
before creating a video tutorial.

There are objections to the use of tutorials and other instructional
materials on the grounds that they potentially bias subjects and that
in real life people do not read instruction manuals. The issue related
to bias is arguably the more important objection; the tutorial may
suggest to subjects how they should interact and behave. If one is
using a measure such as uptake of a new feature and the feature is
prominently discussed in the tutorial, the measure may just reflect how
cooperative subjects are, rather than their real interests in the feature.
However, if the purpose of the experiment is to evaluate a new feature,
then asking people to use the feature seems reasonable since it must be
used in order to be evaluated. When it is necessary to provide a tutorial
researchers should ensure consistency and balance in the presentation
and consider how this experience might influence subjects’ behaviors
and the study results.

6.9 Timing and Fatigue

Another issue that needs to be considered is the length of time the
study will last. This is a critical issue because typically subjects are
performing activities that take some length of time to complete. Unlike
studies in psychology, where hundreds of trials can be conducted in
a single hour, very often only four search tasks can be completed in
one hour. Moreover, search activities can be exhausting both mentally
and physically. There are no set rules on how long one should give
subjects to complete tasks; this is usually contingent on the type of
task and study purpose. For instance, in an evaluation of Web search
result surrogates, Käki and Aula [158]) imposed short time limits in
an attempt to simulate how people actually scan surrogates in real life.
In many other evaluations, subjects are given 10–15 min to complete
search tasks.
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6.10 Pilot Testing

One way to get an estimate of how long a study will last is to con-
duct a pilot test. Pilot tests help researchers do a number of other
things besides estimate time. They help researchers identify prob-
lems with instruments, instructions, and protocols; allow systems to
be exercised in the same way they will be in the actual study; pro-
vide researchers with an opportunity to get detailed feedback from test
subjects about the method; help researchers gain comfort with admin-
istering the study; and finally, they can be used to train inexperienced
researchers. Ultimately, pilot tests help researchers identify and elimi-
nate potential confounds and errors that might otherwise compromise
the integrity of the study results.



7
Sampling

Many different items are sampled in IIR evaluations including users,
tasks, topics and documents, although the biggest emphasis is on users.
The term element will be used to refer to items that are sampled,
although in most of the discussion that follows users are the focus.

First, it is important to note that it is generally not possible to
include all elements from a population in a study, which is one of the
main reasons for sampling. In most cases we do not know or have
access to all elements in a population. Thus, populations are sometimes
described as theoretical. It is to this theoretical collection of elements
that researchers aim to generalize their results.

The population is usually not mentioned in most IIR reports.
Instead, it must be assumed that the target population is all people
who engage in online information search, or all literate people who
engage in information search between the ages of 18–70 or just all
people. There is an implied population behind all studies that involve
samples (whether the elements are people or tasks or documents), even
if it is not stated explicitly.

Any discussion of sampling must include a discussion of the specific
numbers of elements that should be included. In other words, what

61
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is a sufficient sample size? There is no principled, all-encompassing
response to this question. There are some general rules of thumb that
can be used to estimate how many subjects one needs based on one’s
design. For instance, counter-balancing a design will show how many
subjects are needed to get through one rotation. There are also formulas
that can be used to conduct power analysis in cases where a factorial
design is used to determine how many subjects are needed in order to
achieve a specific power1 and formulas for survey research to determine
appropriate sample sizes given specific margins of error and confidence
levels.2 In general, more is better, although there is a point at which one
receives diminishing returns with respect to statistical power. Sample
size is used in almost all statistical computations and if the sample is
small, then it will be difficult to find statistically reliable results, unless
the effect is extremely strong.

It is important to note that some types of methods, in particular
qualitative methods, do not rest on the notion of probability sampling
and are not focused on statistical testing. It is often the case that
qualitative studies and some naturalistic studies have small numbers of
subjects. There is a trade-off between the number of subjects that can
be included and the intensiveness and depth of the interactions that
can occur with those subjects.

Ultimately, the purpose of the research determines the sampling
approach and the sample size. The important thing is for researchers
to understand the limitations associated with their sampling strategies
and exercise caution with interpreting results and generalizing findings.
One assumption behind inferential statistical testing is that the sample
is representative of the population from which it was drawn and that
it was drawn using probability sampling techniques (although this is
a theoretical assumption because in most cases this is violated). One
should be mindful that a statistic is an estimate of some value in the
population (known as a parameter); if this estimate is made on the
basis of an unrepresentative sample, then statistical test results will
not be reliable.

1 See http://www.stat.uiowa.edu/∼rlenth/Power/ for an example.
2 See http://www.surveysystem.com/sscalc.htm for an example.
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There are two major approaches to sampling: probability sampling
and non-probability sampling. With few exceptions, most sampling in
IIR is of the non-probability variety because it is nearly impossible
to meet all of the criteria of probability sampling, especially when
sampling people.

7.1 Probability Sampling

Probability sampling suggests ways of selecting a sample from a popula-
tion that maintains the same variation and diversity that exists within
the population. If there were no differences among people and all peo-
ple were exactly alike, then there would not be a need for sampling; in
fact, a researcher would only need a sample size of 1. However, since
people vary along a number of characteristics (e.g., sex, level of edu-
cation, and search experience), the goal of probability sampling is to
create a sample that contains the same variation of these characteristics
that exists within the population. Such a sample is termed represen-
tative because the distribution of these characteristics in the sample
matches their distribution in the population. For example, if females
comprised approximately 60% of the population and males 40%, then
a representative sample would contain roughly 60% females and 40%
males. The important thing about representative samples is that they
increase the generalizability of the results. Generalizability is related to
the extent to which the study results reflect what would happen in the
entire population.

Although it is nearly impossible to have a perfectly representa-
tive sample, a probability sample is more representative than a non-
probability sample. Probability sampling rests on the assumption that
all elements in the population have an equal chance of being selected.
There are several techniques that can be used to accomplish this, most
notably simple random sampling. However, all of these techniques rest
on the assumption that all elements in the population are known and
that all elements will be included when selected. Stated another way, in
order for each element to have an equal chance of being selected for the
sample, it must be known a priori, otherwise it does not have a chance
of being selected. If one’s population is all students at a particular
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university, then this information would likely be available. However,
if one’s population is all adults between the ages of 18 and 60, then
it unlikely that a comprehensive list of such elements exists. In most
sampling situations, especially those in IIR evaluations, knowledge of
all of the elements is not the norm, especially when people are being
sampled. This is also the case if one considers the world of possible
tasks, topics and documents that exist — it would be impossible to
enumerate all of these in order to execute probability sampling. How-
ever, if a small corpus of documents functioned as the population (e.g.,
a TREC corpus), then it would be possible to use probability sampling
to randomly select documents.

The other problematic piece of this is that all selected elements
would need to be included in the sample. With documents or other
inanimate objects, this is not problematic so long as the researcher has
access to these items. With human beings, this is more problematic
since people cannot be forced to participate in a study. People who
decline to participate might possess some characteristic that distin-
guishes them from those who agree to participate. This characteristic
will then be absent from the sample which will in turn compromise the
representativeness of the sample to randomly select documents.

As mentioned earlier, in order to conduct probability sampling,
every element must have an equal chance of being selected. This
assumes a constant probability and that one either draws the total
sample simultaneously or that sampling is done with replacements.
Otherwise, those elements selected later will have a greater chance of
being selected than those selected earlier, since the probability of being
selected changes as each element is removed from the population and
added to the sample.

The other possible method for ensuring that all elements have an
equal chance for inclusion is sampling with replacements, although this
is really only a theoretical solution. Sampling with replacements means
that each element that is selected is returned to the population and
essentially exists in two places, the sample and the population. For
instance, if one were drawing names from a hat, this means that after
a name is drawn, one would note that this element was part of the
sample and then return it to the population (i.e., the hat) and continue
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drawing more elements. This ensures that each element always has the
same chance of being selected, but this also implies that some elements
can be selected more than once. Of course, it is not practical to include
the same person in the same study more than once, so sampling with
replacements cannot be used when each element in the sample needs
to be unique.

Another factor affecting the representativeness of the sample is its
size. Even when one is able to employ probability sampling, if enough
elements are not selected, then the sample will not be representa-
tive of the population. For instance, if a population size is 1000 and
a researcher randomly selects 10 elements for the sample, then it is
unlikely that the variation that exists in the population will exist in
the sample. In this example, the sampling ratio is 1%. However, the
relationship between a sample and population size is not linear with
respect to statistical power. At some point, statistical power begins
to plateau and each increment in the sample size adds virtually no
statistical power.

There are three major probability sampling techniques: simple ran-
dom sampling, systematic sampling, and stratified sampling. Simple
random sampling is the most basic type of probability sampling. First,
one creates a list containing all elements that are to be sampled and
associates numbers with each element. For instance, if items are listed
in a spreadsheet, the row numbers could function as numeric identifiers.
Next, one uses a random number generator or a random number table
to identify which elements will be included in the sample. It is assumed
that most readers are familiar with these techniques. The second tech-
nique, systematic sampling, is also likely to be familiar to readers. When
using this technique, every kth element in the list is selected for the
sample. K can be determined by dividing the population size by the
desired sample size.

Stratified sampling is a technique that can be used in conjunc-
tion with simple random sampling or systematic sampling. The pur-
pose of stratified sampling is to subdivide the population into more
refined groups, which are defined according to specific strata, and then
select a sample that is proportionate to the population with respect
to the strata. For instance, if one were sampling documents that were
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associated with specific topics such as science, technology, and liter-
ature, one might want to ensure that the proportion of documents
associated with each topic in the sample was equal to the proportion of
documents associated with each topic in the population. In this exam-
ple, there would be one strata, topic. After a desired sample size has
been determined, proportions can be used to determine target numbers
of documents for each topic. Elements from each group would then be
sampled using a random number generator, with the number of ele-
ments selected for each sample group proportionate to the size of these
groups in the population. It is possible to include multiple strata (e.g.,
topic, publication source, date). This would require the researcher to
identify target proportions at a finer level. Multi-dimensional matrices
are helpful for visualizing multiple strata where each cell will have a
specific proportion associated with it.

Systematic sampling can also be used in conjunction with strati-
fied sampling. Elements of the population can be grouped and sorted
according to the various strata in a list format, rather than a matrix.
For instance, documents might first be sorted according to topic, then
publication source and then date. Once the list has been assembled and
sorted accordingly, systematic sampling can be used to select elements
from the list. Specific proportions do not have to be associated with
the strata because an equal proportion of elements should be selected
since the list is ordered.

7.2 Non-Probability Sampling Techniques

In most IIR evaluations, non-probability sampling techniques are used.
There are several reasons for this. Researchers often do not know all of
the elements in a population and therefore cannot generate the lists
required for probability sampling. Even if the elements are known,
researchers may not have access to them. For instance, some people
may refuse to participate or some documents may be impossible to
obtain. Financial constraints and other resources also limit what is
possible. Even if one were able to select a random sample of people in a
geographic area for an IIR study, it is unlikely that the project budget
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would be large enough to pay the travel and lodging costs for potential
subjects.

The biggest weakness of non-probability sampling techniques is that
they limit one’s ability to generalize. This does not mean that research
using non-probability sampling should be dismissed, but it does mean
that researchers should exercise caution when generalizing from their
data and be explicit about sampling limitations in their reports.

There are three major types of non-probability sampling: con-
venience, purposive, and quota. Convenience sampling is the most
common type of sampling used by researchers in a number of areas,
including IIR. This type of sampling is used in IIR and IR more broadly,
to sample users, topics and documents. Convenience sampling is rely-
ing on available elements to which one has access. When researchers
recruit undergraduate students from their universities or people that
are geographically close to them, this is convenience sampling. When
newspaper articles or congressional reports are used to create a corpus
because one has access to these documents (including copyright permis-
sions), this is convenience sampling. These represent smaller subsets of
what is possible, but this is usually a result of practical constraints not
researcher negligence. Even the massive log-based studies conducted at
search engines companies rely to a certain extent on convenience sam-
pling, since they only include users of a particular search engine. Of
course, they have a lot of users, so this helps, but it still is not a proba-
bility sample since people choose to use one search engine over another.

Purposive or judgmental sampling happens when a researcher is
interested in selecting subjects or other elements that have particu-
lar characteristics, expertise or perspectives. Inclusion and exclusion
criteria are usually associated with purposive sampling; such criteria
indicate who may be included in a study. For instance, during an initial
evaluation of a new IIR interface, one may purposively select usability
experts or students enrolled in a human–computer interaction course
to gain very detailed and critical feedback about the interface. Subjects
without such expertise may not be able to consider and articulate as
wide a range of responses as those with such expertise.

The last type of non-probability sampling is quota sampling. It is
identical to stratified sampling except that the technique for populating
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the strata (or cells) is a non-probable technique (most likely con-
venience sampling). For instance, after one has created the strata
and identified the target number of subjects for each stratum, during
recruitment, cells of the table are populated on a first-come-first-served
basis. The researcher might send a solicitation to all undergraduates
and ask them to characterize themselves according to these strata
when replying to the solicitation. The researcher would then be able
to ensure that the appropriate numbers of subjects with each charac-
teristic and combination of characteristics are included in the sample.
The other major difference between quota sampling and stratified sam-
pling is that the proportions associated with each stratum are usually
not as accurate for quota sampling as they are for stratified sampling
since information about such proportions in the popular may not be
available.

7.3 Subject Recruitment

There are many different methods for recruiting subjects including
posting signs, sending solicitations to mailing list, inviting those who
work in one’s organization, using subject pools and using referral ser-
vices. Researchers also work in conjunction with others to identify and
recruit subjects when they do not have immediate access to target sub-
jects; for instance, a researcher might work in conjunction with the
military to recruit intelligence analysts. Recently, many researchers
have relied on crowdsourcing and mechanical Turk to recruit people
to make relevance assessments via the Web [7]. As more people begin
to experiment with conducting IIR evaluations on the Web, additional
recruitment strategies may be observed such as Web advertising, mass
mailings and virtual postings in online locations.

Because many researchers rely on convenience sampling and are
located in academic institutions or technical–industrial settings, there
has always been an overrepresentation of undergraduates, computer
science students and researchers, and library and information science
students in published studies. As long as one describes faithfully the
sample and the recruitment techniques, then readers can make their
own determination about the validity and generalizability of the results.



7.4 Users, Subjects, Participants and Assessors 69

Having such groups as subjects is not inherently bad, but extrapolating
wildly from results is. The more important question is about the extent
to which these groups may be biased. In particular, many researchers
have used their lab mates or those in their research group or even
themselves as study subjects. This is very problematic because these
people likely know something about the purpose of the study and the
desired outcome. When study subjects also end up analyzing the data,
there is even more room for concern.

7.4 Users, Subjects, Participants and Assessors

There are a variety of names given to humans who are studied in IIR
research. The most common are users, subjects, research participants
and assessors. A general rule of thumb for distinguishing among these
different labels is as follows. The term user is often used in situations
where those being studied are actual users of a system. For instance,
in log-based Web studies the data are usually generated by real users.
These users are not using the system for the sole purpose of generating
research data (indeed, most probably do not even realize how their
data are used), but instead the data is a byproduct of their normal
use of a system.

Interestingly, the phrase user study was originally used in informa-
tion science to describe studies that investigated people’s information
seeking needs. Siatri [242] traced the first user studies in information
science to the 1948 works by Urquhart [278] and Bernal [26] who stud-
ied the distribution and use of scientific information, and the reading
habits and needs of scientists, respectively. These days user study is
used more generally to describe any study that involves human partic-
ipants, which really dilutes its meaning.

The terms subjects and research participants are used to describe
people who knowingly participate in a research study. Subjects and
research participants are the subset of the user population that has been
selected for inclusion in a study. The sole reason that these people are
using a system is because they are part of a study. The term subject has
typically been associated with laboratory studies, while research par-
ticipant has been associated with naturalistic and qualitative studies.
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It is also the case that some people dislike the term subject as it is said
to be dehumanizing.

The term assessor has been used to describe people whose sole pur-
pose is to make relevance assessments. There is a fine line between
an assessor and a subject; one could justify the distinction by noting
that the only data produced by assessors that are of interest are the
relevance assessments. Although traditionally the behavior of assessors
has been of little concern, several researchers have started to investigate
assessors [14, 226], thus treating them more as research subjects.



8
Collections

8.1 Documents, Topics, and Tasks

Most IIR evaluations require subjects to search for information. Thus,
one important consideration is the identification of a set of documents
(or more generally, information objects) for subjects to search and a set
of tasks or topics which directs this searching. Along with these things,
a researcher must also make some decisions about how the relevance of
the information objects to the topics will be determined. These items —
corpus, topics, and relevance judgments — comprise what is com-
monly known as a test collection in IR. In IIR evaluations, these items
can be thought of as instruments just like questionnaires and logging
software.

Although collection is often used as a synonym for corpus, in this
paper these words will be used to indicate two separate things in the
way that they are used in the context of TREC [121]. A collection
consists of topics, a corpus, and relevance judgments. A corpus is the
set of documents, or information objects, that subjects access during
a study. IIR evaluations vary on the extent to which they have each of
these components. In some studies, subjects are provided with standard
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topics or tasks, search the entire Web and make the final relevance
judgments. In other studies, subjects are provided with topics, asked
to search a specific corpus and although they are able to make relevance
judgments, these are ultimately compared against a gold standard (e.g.,
TREC relevance assessments).

8.1.1 TREC Collections

TREC collections, and specifically those used by the Interactive and
HARD Tracks, have been used in a number of IIR evaluations. If one is
conducting a controlled, laboratory study or system evaluation, these
collections are attractive for a number of reasons. There is a finite
and theoretically knowable set of documents and some information is
available about the number of documents that are relevant to different
topics. It is also the case that relevance assessments exist and different
kinds of performance metrics can be computed.

There are also a number of limitations associated with using TREC
collections in IIR evaluations. It is generally known that users’ queries
retrieve different documents than the batch queries used in system-
centered evaluations, so it is possible that subjects will find documents
that were not included in the relevance pools [129]. If a document was
not in the pool, then it would not have been judged by the original
assessor. Strictly speaking, documents in this situation are considered
not relevant. One might be tempted to just independently assess these
documents, but this potentially perturbs any findings since the major-
ity of assessments will be from a single assessor and a small number
will be from people who did not experience the original assessment
context. The stability of the TREC collection rests on the assump-
tion that the relevant documents are relevant to a single user at a
single point in time. Mixing assessments made by others violates this
assumption.

A bigger problem is related to the extent to which relevance assess-
ments generalize. Numerous studies have demonstrated that relevance
assessments do not generalize across subjects [80, 129]. Indeed, it is
understood that different people will make different relevance assess-
ments given the same topics and documents. TREC acknowledges
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this and makes no claims about the generalizability of the relevance
assessments [288]. Their stance is that these assessments represent one
user’s judgments at one point in time. This is fine when one is compar-
ing relative system performance, but problematic when trying to use
these assessments as benchmarks in studies with new subjects. It has
even been argued that the performance measures that are computed
in IIR evaluations using TREC relevance judgments actually repre-
sent the extent to which subjects agree with the assessors, rather than
performance [80].

An alternative is to completely ignore the relevance assessments
made by assessors and instead generate new relevance assessments
based on subjects’ actions. This will impact one’s abilities to compute
certain performance metrics, especially those based on recall, but these
may not represent performance concepts that are well-suited to the
purpose of the study anyway. Creating new assessments can be done
using a consensus approach [301] or by just accepting what individual
subjects identify as relevant for the topic. One problem with consensus-
based approaches is that one will likely end up with a lot of documents
that were saved by a single user, but discarded by others. However, in
cases where researchers are using graded relevance, a consensus-based
approach provides a useful way to grade documents.

Another limitation of using TREC collections in IIR evaluations is
that most of the corpora are newswire text. Although it is the case
that a large number of internet users get news online1 this is not the
only type of searching task that is performed and more often than not,
users browse the same news sources daily rather than actually search
for news articles. More recent TREC Tracks have explored different
kinds of corpora, such as blog and legal.

Finally, another major criticism of using TREC collections in IIR
evaluations is that the topics are artificial. However, it is possible to
make this criticism of any study that uses artificial topics and tasks, so
this is not unique to TREC collections.

1 According to the latest report from the Pew Internet & American Life Project Track-
ing surveys 72% of online users view news online http://www.pewinternet.org/trends/
Internet Activities 6.15.07.html.
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8.1.2 Web Corpora

In many studies, the Web is used instead of a corpus. Subjects are
allowed to search the Web and there are no constraints on what pages
and resources they can use. The major drawback to using the Web is
that it is impossible to replicate the study since the Web is constantly
changing. Two subjects in the same study might issue the same query
at two different points in time and get completely different results.
Although network delays are less of an issue these days, it is also the
case that different subjects might experience different reaction times
depending on the time day. Factors such as authority and quality enter
more into subjects’ relevance assessments since these are not controlled
for as they would be in a closed collection. If the subject knows that
all documents are from The New York Times, then the subject does
not have to worry as much about source credibility. This suggests that
subjects should be required to provide more and different kinds of rele-
vance assessments when searching the web, than when searching closed
corpora [271]. It is also the case that subjects may base their relevance
judgments on more things than just the text (e.g., design, style, and
images). Finally, with open web searching, researchers are only able to
use a small number of the well-established performance metrics.

In log-based Web studies, corpora are often built on-the-fly, as sub-
jects visit the Web pages. For researchers working at search engine com-
panies, these corpora have traditionally consisted of the search engine
home page, the search results page and first level search result. Recent
browser plug-ins allow these researchers to gather page visits that go
beyond this traditional tripartite set, but some newer plug-ins have
the potential to corrupt this data.2 Regardless of who is conducting
the study there is potential to create an offline corpus of documents
viewed by study subjects and to perform future experiments with this
collection (cf. [269]).

It is also possible to study IIR in the context of open or closed cor-
pora that are accessible via the Web. For instance, one might study
IIR in the context of a digital library, a proprietary database, an inter-
nal business corpus or intranet. Searching such circumscribed corpora

2 http://mrl.nyu.edu/∼dhowe/trackmenot/
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provide more control over the retrieval situation and a greater under-
standing of the corpus and range of document types. Assumptions can
also be made about the quality and kind of documents within the cor-
pora. However, the difficulty is ensuring that the corpus is of a sufficient
size so that the retrieval task and results are meaningful.

Finally, there are some closed Web corpora that have been crawled
and assembled by various research groups, including the TREC .gov
corpus. These corpora share some of the positive things related to
closed corpora, mainly they are stable, theoretically definable and self-
contained, and allow for the computation of recall-based measures.

8.1.3 Natural Corpora

Natural corpora are corpora that have been assembled over time by
study participants. Studies using natural corpora are most often in
the context of personal information management [119]. The benefits of
using such corpora are that they add to the realism of the study and
allow subjects to interact with documents that are meaningful to them
and with which they are familiar.

The use of natural corpora also has drawbacks. The biggest prob-
lems are lack of replicability and equivalence across participants. Each
subject’s corpus will differ in size and kind. One subject may have a
small set of word processing documents and Web pages, while another
subject may have gigabytes of documents representing a variety of file
types. Thus, the researcher needs to know something about the num-
ber and kind of files available on the machine to interpret the subject’s
behavior. Cross-user comparisons are difficult since each subject’s expe-
rience will be different and dictated in part by their own corpus. There
may also be unknown document type–tool interactions. For example,
the experimental tool may handle some document types better than
others and there is no way to control the distributions of such document
types across subjects’ corpora. Furthermore, if the corpus resides on the
subject’s machine, the subject may prepare for the study by organizing,
deleting and filing things, which changes the natural state of the cor-
pus. Finally, researchers are unable to do follow-up experiments since
the corpus resides on the subject’s machine and changes constantly.
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To overcome some of these problems, natural corpora can be trans-
ferred to a research machine where they can be controlled. This might
be necessary if the IIR application being tested is not robust enough to
be deployed in other environments. The downside to this is that sub-
jects will have to spend time preparing and transferring these corpora to
the researcher. Of course, there is also the possibility that some organiz-
ing and self-censoring will occur because subjects may be self-conscious
about how their corpora exist in natural form. As users accumulate
more and more electronic information and increased attention is given
to personal information management, we will likely see more researchers
developing methods for using and experimenting with natural
corpora.

8.1.4 Corpora and Behavior

One important thing to point out about choice of corpora is that it
will impact the way in which subjects behave and seek information.
For instance, behavior with a Web-based corpus with lots of hypertext
links will be different from behavior with a TREC newspaper corpus
that has no hyperlinks. The search strategies and tactics that subjects
employ when using their own personal corpora might differ from those
they employ when searching the open Web. When designing an IIR
study, it is important to recognize the potential impact of the corpus
on behavior and interactions.

8.2 Information Needs: Tasks and Topics

A user’s information need is perhaps one of the most critical aspects
of information seeking and retrieval. This need forms the basis of the
user’s activities and relevance judgments. Much has been written about
the nature of information needs and it is generally accepted that peo-
ple often have a difficult time articulating their information needs and
translating them into a vocabulary that is appropriate for a system
[19, 20, 25, 104, 267, 297]. Research has also shown that information
needs evolve during the search process; this evolution results in dynamic
relevance assessments — that is, as people learn more about their infor-
mation needs, their relevance behaviors change [266, 281].
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Although it is difficult to create an all-encompassing definition of an
information need, most information needs can be characterized in terms
of task and topic. In the published literature, these three terms (infor-
mation need, task, and topic) are often used interchangeably. However,
it is important to distinguish among them so that one is clear about
what is being studied. A task represents the goal or purpose of the
search — this is what a user wants to accomplish by searching. For
example, a traditional task is gathering information to write a research
report. Other tasks include planning travel, monitoring sports scores,
navigating to a homepage, or re-finding previously seen information.
The topic represents the subject area that is the focus of the task. For
example, one might be gathering information to write a research report
about the malaria epidemic in Africa or one might be planning travel
to Australia. One task might be associated with several topics and one
topic might be the focus of many different tasks. It is the combination
of the specific task and topic that forms the information need.

Historically, IR focused on the topical aspects of the information
need. In the early years, systems were developed for trained searchers
who were searching on behalf of a client, typically a researcher or sci-
entist looking for exhaustive information about a particular topic. The
task was often constant (or assumed to be constant) and was more
recall-oriented. Even after the target user group changed to include
non-expert searchers, the model search task was still somewhat stable
since IR systems were only located within specific environments. With
the development of Web IR, different kinds of task models began to
develop as the types of users, tasks and use environments diversified.
Web IR, in particular, has brought to the forefront precision-oriented
information needs, where users are looking for one or a small number of
documents rather than all of the documents about a particular topic.
Currently, there is a swing back towards recall-oriented information
needs, including exploratory tasks, where users are looking for a larger
number of documents and have information needs that are unfocused
and evolving [190].

Although research trends can impact which tasks are considered
important, underlying all IR research is some user model, which is an
abstract representation of target users, and one or more task models,
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which represent the goals of users. One user model that has been used a
lot in IR is that of a librarian or other search intermediary. Other exam-
ples include intelligence analysts and undergraduate students. Exam-
ples of task models include finding documents for a survey article,
homepage navigation, and fact-checking. The user and task models
help define the particular behaviors and activities the IR system is
intended to support and help determine the appropriateness of partic-
ular evaluation measures and study participants. Although studies may
have one or more task models, typically there is only one user model.
User and task models are often implied and inherited from research
tradition. For instance, underlying many IIR evaluations is the TREC
ad-hoc task which is modeled after exhaustive searching.3 Appropri-
ate user models include students writing a survey paper for a class, or
intelligence analysts preparing a briefing for a military official. Histori-
cally, user and task models have been held constant within a particular
study and the only thing that changed was the topic (hence the rea-
son for referring to TREC topics), but current research is starting to
employ different task models within a single study and using task as an
independent variable. Some common task-types that have been investi-
gated include navigational, known-item, fact-finding, resource finding,
homepage finding, exploratory and informational.

Task has been shown to affect users’ information seeking behaviors
and relevance judgments in a variety of ways and is a good candidate
variable for understanding more about search systems and user behav-
ior [163, 170, 171, 249, 266, 281]. Vakkari [279] provides an overview of
task-based information searching. Byström [43, 44, 45] has conducted a
large number of studies investigating task complexity and how tasks can
be defined, measured and studied. In particular, Byström and Hansen
[44] distinguish among work tasks, information seeking tasks, and infor-
mation retrieval tasks. Li and Belkin [177] developed a faceted approach
to the conceptualization of task. Ingwersen and Järvelin [139] have also
provided task classifications. Bell and Ruthven [24] and Gwizdka [114]
explore measures of task complexity and difficulty. Toms et al. [273]
examined the effects of several task-related variables on interactive

3 All TREC collections (and Track) have some user and task model associated with them.



8.2 Information Needs: Tasks and Topics 79

search behavior. Kim and Soergel [172] identified various task charac-
teristics and proposed how they can be used as independent variables
in research studies.

Search behavior and relevance judgments can also vary according
to topic, but usually this is a result of variations in user related vari-
ables, such as how much a user knows about a particular topic (e.g.,
[134, 291]), and corpus related variables, such as how many relevant
documents are available about a particular topic (e.g., [135]). It is com-
mon in many IR and IIR evaluations to investigate performance and
other dependent measures with respect to topic in a post-hoc fashion
(i.e., at the end of the study), but it is uncommon to treat topic as an
independent variable.

8.2.1 Generating Information Needs

Creating information needs for a study is difficult for a number of
reasons. It is not always clear at what level of specificity a task or
topic should be defined or how many facets should be used to describe
the need. For instance, tasks such as gathering information to write a
research report or planning travel can be broken down into a series of
sub-tasks or, conversely, they can be grouped together into the broad
task of seeking information. A topic such as elephant poaching can be
further broken down into techniques, places, penalties, policies, etc. or
it could be described at a higher level simply as elephants. Other con-
siderations that must be made is whether there is a sufficient number
of documents in the corpus and whether target users will have the basic
abilities and knowledge to complete specific tasks. One of the most dif-
ficult aspects of creating information needs is ensuring the needs are
appropriate to what is being studied, but are not over-engineered to
guarantee success. Unfortunately, there is little formal guidance for
creating tasks and information needs and it can be argued that it
is impossible to create artificial information needs, since information
needs are generally believed to reside within a person’s head. Indeed,
most research focuses on information tasks, rather than information
needs. Elsweiler and Ruthven [86] outline some steps that one might
execute to create search tasks in the domain of PIM.



80 Collections

In many IIR evaluations, where information needs are assigned to
subjects, researchers are using TREC collections, which come with
topic descriptions. This is one benefit of using TREC collections.
However, there are times when researchers must create information
needs, especially if they are studying the open Web. A common
approach is to examine query logs and work backwards from the
queries to develop information needs. It is important to note that
queries are not synonymous with information needs. Often users will
issue a number of queries during the resolution of an information need.
This has been one criticism of log-based studies that only passively
monitor what users do — such studies amass large amounts of queries,
but it is unclear to what end these queries were written. The ability
to isolate and study search sessions which might be comprised of a
number of queries from a single user helps address this, but it still
does not allow one to understand the nature of the information need.
Despite the difficulties of going from a set of queries to an information
need, such queries provide researchers with some insight into the kinds
of things for which people are searching.

Another way to develop information needs is to work with experts
who would either be assigning such information needs to target users
as work tasks, or have the same kinds of information needs [138].
For example, if a system were designed to support intelligence ana-
lysts, then a group of intelligence analysts might be enlisted to help
develop the search tasks. A final way to approach information need (or
task) creation is to first identify different characteristics of an infor-
mation need — for instance, information needs can be well-defined
or ill-defined, fleeting or persistent — and then combine the facets in
different ways to construct the needs (e.g., [177]).

8.2.2 Simulated Work Tasks

One important development in IIR evaluation and experimentation
has been the simulated work task, which Borlund [34] describes as a
short cover story that describes the situation leading to the informa-
tion need. Simulated work tasks go beyond simple topic-based descrip-
tions of needs by providing more contextual information that is tailored
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towards target users. Borlund and Ingwersen [35] note that the simu-
lated work task describes the following to the user: the source of the
information need, the environment of the situation, and the problem
which has to be solved. This problem serves to make the test person
understand the objective of the search. Such descriptions are further
proposed to provide a basis against which situational relevance can be
judged.

Simulated work tasks are comprised of two major parts, the sim-
ulated work task situation and the indicative request (although the
indicative request is identified as optional). Together they are called the
simulated situation. An example is shown below in Figure 8.1. Notice
in this description, the task situation is tailored to the target users —
university students. Also notice the indicative request, which provides
an example of what subjects might search.

One of the primary rationales for developing simulated work task
situations is the criticism that assigned search tasks are artificial, that
subjects may not have a context for executing the task and making
relevance judgments and that subjects may simply be unmotivated to
search for artificial tasks. Of course, the reason for assigning tasks to
subjects is to control the search situation and produce conditions that
allow for comparison. Borlund’s work provides an empirically validated
way to use assigned tasks while also personalizing them. This simulated
work task method calls for members of the target user group to generate
the tasks to ensure that they are relevant to study subjects. This aspect
is often overlooked by those using this method to create tasks for their
own studies.

Simulated Situation

Simulated work task situation: After your graduation you will be looking for a job in
industry. You want information to help you focus your future job seeking. You know it
pays to know the market. You would like to find some information about employment
patterns in industry and what kind of qualifications employers will be looking for from
future employees.

Indicative request: Find, for instance, something about future employment trends in
industry, i.e., areas of growth and decline.

Fig. 8.1 Example of a simulated situation/simulated work task situation [32, 33].
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Other researchers have tried to address the motivation problem by
presenting subjects with a choice of assigned tasks [153, 292]. When
using TREC topics, motivation and requisite background knowledge for
making relevance assessments become crucial issues since many of these
topics were developed by retired US intelligence analysts.4 When such
topics are assigned to undergraduate research subjects, there may be a
disparity in motivation and background knowledge. While it may not
always be possible to create simulated work task situations, researchers
should understand the limitations and constraints of whatever type of
information needs are used.

8.2.3 Natural Tasks

Another type of information need that is used in IIR evaluations is
natural information needs (or tasks). These are more commonly used
in naturalistic studies where experimental control is less of an issue and
the study focus is more exploratory in nature. Natural tasks are those
tasks that subjects normally conduct in their everyday life. While the
behaviors observed from subjects conducting natural tasks are more
representative of those subjects’ behaviors, it can be difficult to gen-
eralize and compare findings across subjects. Another difficulty is that
tasks will likely be at varying levels of specificity, stability and comple-
tion, the amounts of information available to address different tasks will
vary and subjects will know varying amounts about how to complete
the tasks.

8.2.4 Multi-Tasking and Multiple Search Episodes

Most people acknowledge that users in the real world engage in multi-
tasking and that information-seeking often takes place across multiple
search episodes [181, 247, 251]. There have been a few studies of these
behaviors, but there have not been a concentrated effort to develop
tasks that would be appropriate for more controlled research settings.
To study multi-tasking, one would need to create sets of tasks that can

4 There are some collections where retired intelligence analysts or other US government per-
sonnel did not create the topics. For instance, topics in the TREC HARD 2004 collection
were developed by summer interns at the Linguistic Data Consortium.
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be done simultaneously. More importantly would be the development of
a work task situation to provide background for why a user would want
to conduct such tasks. The same can be said for tasks that need to be
completed across multiple search episodes. Some research on re-finding
has experimented with techniques for studying tasks that require at
least two episodes (or search sessions) for resolution [48] and there is at
least one example from IIR [181], but few researchers have attempted
to study multi-tasking and multiple search episodes in IIR. There is
not much guidance for creating tasks appropriate for these situations
either, although Czerwinski et al.’s [66] diary study of multi-tasking
behaviors in an office environment provides some groundwork.



9
Data Collection Techniques

Corpora, tasks, topics, and relevance assessments are some of the major
instruments that allow researchers and subjects to exercise IIR sys-
tems. Other types of instruments, such as loggers, questionnaires and
screen capture software allow researchers to collect data. This section
provides an overview of some of the data collection techniques and
instruments researchers have used to understand what happens during
IIR evaluation.

9.1 Think-Aloud

The think-aloud method asks subjects to articulate their thinking and
decision-making as they engage in IIR [87]. The researcher will need to
somehow capture this data and this can be accomplished with an inex-
pensive computer microphone. Most computers come with recording
software, so think-aloud data is relatively inexpensive to collect. How-
ever, there are problems associated with using the think-aloud method.
Most subjects have a difficult time simultaneously articulating their
thoughts and completing whatever IIR task has been assigned to them.
In many cases, the IIR system is novel and subjects do not have the
additional cognitive resources to engage in think-aloud. Think-aloud is

84
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also awkward and unnatural — most people do not go around articu-
lating their thoughts as they complete tasks. If subjects get quiet, the
researcher can prompt them to continue thinking-aloud, but in general,
people have a difficult time doing this and the researcher will likely do a
lot of prompting, which might eventually annoy and distract subjects.
Some researchers have proposed that subjects complete a short training
task before they start searching to get accustomed to think-aloud. For
instance, subjects might be asked to solve a puzzle while thinking-aloud
before they start using an experimental system. Although this practice
may help subjects become acquainted with think-aloud, it does not
change its awkwardness. Finally, there is the question of whether the
IIR task is too complex for think-aloud, since it was originally designed
to be used with more basic tasks [87].

9.2 Stimulated Recall

An alternative to think-aloud protocol is stimulated recall (see [112]
for an evaluation of this method and Rieh [217] for an application
example). Stimulated recall (also called talk after) is used to collect
the same type of data as think-aloud protocol, but differs in that data
is collected during and after the search. The researcher records the
screen of the computer as the subject completes a searching task. After
the task is complete, the recording is played back to the subject who
is asked to articulate thinking and decision-making as the recording
is played. General instructions can be provided or the subject can be
asked specific questions or to focus on specific features or processes.
Although there is a delay between the subject executing the task and
discussing what was going on, the researcher is generally able to get
better data since the subject’s attention is not divided. Discussing a
completed event with another person is also a more natural activity
than thinking-aloud during the event.

Instrumenting stimulated recall is more expensive than think-aloud
since the researcher needs to purchase screen recording software. How-
ever, there are several relatively inexpensive pieces of software that can
be used to record both the screen and audio. Such software can be used
to record the screen while the subject searches and then to record the
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screen and audio as the subject engages in stimulated recall. Screen
recording software can also be used for other experimental tasks, such
as creating tutorials.

9.3 Spontaneous and Prompted Self-Report

Another technique for collecting data from subjects while they engage
in search is spontaneous or prompted self-report. This technique is
not used a lot, in part because it is difficult to orchestrate and can be
intrusive, but the basic idea is simple: elicit feedback from subjects peri-
odically while they search. Subjects are not required to continuously
verbalize their thoughts (as with think-aloud), but are instead asked to
provide feedback at fixed intervals or when they think it is appropriate.
The purpose of this technique is to get more refined feedback about the
search that can be associated with particular events, rather than sum-
mative feedback at the end of the search. This is particularly useful in
search situations that span long periods of time. Both qualitative and
quantitative feedback can be gathered with spontaneous self-report.

Spontaneous self-report can be hard to integrate into a study
because it is almost always intrusive, but one might imagine a per-
sistent window that is visible on the screen at all times where subjects
can communicate their feedback. Another method of implementation is
to have a window pop-up at fixed intervals or have the researcher ask
the subject to provide feedback at specific intervals. Either way, the
subject is interrupted and might, after some time, become annoyed.

9.4 Observation

Observation can take two forms in IIR evaluation. In one form, a
researcher is seated near subjects and observes them as they search
or complete IIR activities. The researcher is usually trained to focus
on particular events and behaviors and takes notes that describe their
observations. Observation can also be conducted with a video camera
or screen capture software. In these situations, the researcher usually
conducts the observations at a later date, and the act of observing
is actually combined with data analysis. Thus, observation can occur



9.5 Logging 87

in real-time or at play-back time (for recordings). Subjects might be
uncomfortable because their actions are being monitored, but subjects
are not required to do anything extra as with the previously described
methods.

During real-time observation by a researcher, the subject is not
interrupted, but can be asked follow-up questions about particular
events later during post-search interviews. Typically researchers focus
on recording things not available in a log, such as the subject’s verbal
or non-verbal reactions. Researchers might also note unusual interac-
tions or instances when the subject seemed confused or frustrated. It is
important to note that when observations are made at play-back time
and the researcher has used screen capture software, it is not possible
to record non-verbal communication. The only thing one can observe
is what is happening on the screen. Non-verbal communication can be
captured with a video camera, but recording people’s faces puts them
at more risk so one must be certain to take extra precautions with this
type of data.

Observation is extremely time-consuming and labor-intensive, both
in the collection and analysis of data. It is also prone to selective atten-
tion and researcher bias. It is extremely important that the researcher
has some practice before commencing to observe and has some idea
of what particular data need to be recorded and how it will be used.
A protocol can be developed to guide the process, as well as a form
to structure the observations. Training of observers is also important,
especially if multiple researchers act as observers. Effort needs to be
made to ensure that researchers record the same types of things and at
the same level of detail.

9.5 Logging

One of the oldest and most common methods for collecting data in
IIR evaluations is transaction logging (see [144] for a review). Papers
were published at the SIGIR Conference in 1979 and 1983 describing
the use of computer monitoring and its application to understanding
user behavior [30, 77]. In 1993, there was a special issue of Library Hi
Tech devoted to transaction log analysis [210], including an article on
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its history and development [209]. The use of transaction logs has been
around for quite some time, although the recent explosion of studies
using Web transaction log data has re-popularized this approach. Four
types of logging will be discussed: system, proxy, server, and client log-
ging. Researchers face three major challenges in using log data: ensuring
the validity and reliability of the logger, extracting and preparing data
generated by the logger, and interpreting the data.

System logs refer to those that are written for an experimental IIR
system. In this scenario, the logging application is built as part of the
IIR system and records all interactions specified by researchers. The
current practice is to write logs using XML, which greatly facilitates
data extraction and analysis. System logs are typically used to charac-
terize the interaction and record both what the system does as well as
how the subject reacts. For instance, typical logs will record the sub-
ject’s queries, the results shown to the subject and the results selected
by the subject. This type of logging used to be referred to as transac-
tion logging when applied to operational library systems. Because most
current library systems are Web-based, there is a blurring between tra-
ditional system logs and Web logs, since in many cases these are the
same things.

Common types of logging for studies conducted via the internet
are server, proxy and client logging. The primary differences between
these types of logging are where the logging takes place and what
types of information are available to be logged. Server-side logging has
traditionally been used in large-scale log studies conducted by search
engine companies. Server-side logging takes place on a server and is
thus limited to communications between the user and the server. Most
servers come with some type of logging application to record basic data
about which resources and services are requested and when they are
requested. Such requests are typically associated with the IP address
of the machine making the request as well as the client application that
is making the request. One limitation of server-side logging is that only
resources and services requested from a single server are recorded.1

1 Currently, many search engine companies track users’ activities after they leave the search
engine server through a browser extension. While initial search logs from these companies
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Thus, server-side logging does not track what subjects do once they
leave a particular server. Server-side logging also does not record users’
interactions with their local machines. This is a particularly important
limitation since pages that are requested multiple times within a single
period of time (for instance, when the user uses the back button on the
browser) are not always routed through the server.

A final problem with server-side logging is that unless users are asso-
ciated with particular usernames or IP addresses it can be difficult to
determine unique identities and associate log records with these iden-
tities. In the past, the problem was primarily a result of different users
using the same machine; before so many people owned computers, many
shared computers that were found in a centralized location (e.g., com-
puter laboratory and public library). Although more people own com-
puters nowadays, many local networks are configured to dynamically
assign IP addresses, which prevent one-to-one correspondences between
users and IP addresses. Additionally, at least one browser extension has
been created which corrupts the information that is sent to the server.2

Proxy logging also takes place at a server, but not the server from
which the user requests resources. Rather, all communications between
a user and a server are routed through an additional server, known
as a proxy server. The proxy server may provide traditional internet
services, but its main function is to log the communications that occur
between a user and all servers to which they make requests. Proxy
applications can also be used to modify or change what the user expe-
riences. For instance, Joachims et al. [152] used a proxy application
to change the order in which search results were displayed to subjects.
Web browsers can be easily configured to point to a proxy server. While
proxy logging allows the researcher to track the user’s interactions with
a number of servers, it still misses many actions that occur on the client
machine.

The most comprehensive type of logging happens on a user’s local
machine via client-side application. Client-side logging is used to refer
to logging applications that reside on the user’s local machine. The

only contained information about communications with the server, more information is
now available in these logs.

2 http://mrl.nyu.edu/∼dhowe/trackmenot/
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term client originally described particular applications that made
requests to servers, but it is used as a synonym in this context to
refer to the user’s local machine (e.g., the user’s desktop or laptop
computer). Client-side logging applications can be used to record the
user’s interactions with all applications that run on the local machine,
including Web browsers and word processing applications. Some of
these loggers even record the user’s interactions with the operating
system. Client-side logging provides a more robust and comprehensive
log of the user’s interactions and solves most of the problems of
server-side logging. Namely, unique identifiers can be associated with
records if there is a one-to-one correspondence between the computer
and the user and all requests, even those that operate on the cache,
are recorded. Furthermore, additional activities that only occur on the
client, such as scrolling and printing, are recorded.

Client-side logging is perhaps the most comprehensive type of log-
ging, but it is also the most expensive and difficult to implement [89].
Building a client-side logger from scratch requires a great deal of knowl-
edge and time. Glass box [61] is an example of a very robust client-side
logger, but unfortunately it is only available to those working on cer-
tain US government funded projects. Jansen et al. [145] has made avail-
able Wrapper, an open source application designed to record subjects’
Web interactions.3 There are some commercial applications that can be
used too, but researchers must be careful to evaluate these programs
to make sure that the logs produce an accurate and reliable record of
what occurred. Indeed, researchers bear this responsibility no matter
what type of logging is used.

A final approach to logging involves instrumented Web browsers,
such as those used by Kellar et al. [163]. This approach consists of
creating a specialized browser or plug-in that works in conjunction
with an existing browser. Instrumented browsers allow the researcher
to focus on people’s interactions with one particular application
(i.e., the Web browser), to have more control over what is logged, and
to log interactions with experimental features. Instrumented browsers
also allow researchers to incorporate other data collection tools into

3 http://ist.psu.edu/faculty pages/jjansen/academic/wrapper.htm
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the logger. For instance, the browser might contain widgets that
allow subjects to classify the pages they view according to come
criteria.

The primary benefit of any type of logging is that a record of the
user’s activities and interactions is created. The completeness of records
varies depending on the type of logging (or more specifically where
this logging takes place). Logging is also a useful method for capturing
users’ natural search behaviors in studies that occur outside laboratory
settings. Most logging applications can run in the background while
the user works without causing any disruption or delays. Perhaps the
biggest limitation to logging is that only electronic observables can be
captured — activities that occur beyond the computer or application
are not captured and the purpose and intent of the observed actions
is often unclear. Grimes et al. [111] conducted a comparison of data
collected via query log, field study and using an instrumented browser
and found that the query log provided the least useful data for individ-
ual events, but the most useful for understanding the scope of user’s
activities. Their paper title sums up their conclusion: query logs alone
are not enough.

9.6 Questionnaires

The questionnaire is one of the most popular methods of collecting data
from subjects in IIR evaluations. Almost all IIR evaluations have some
type of questionnaire. Questionnaires can consist of closed questions
where a specific response set is provided (e.g., a five-point scale) or
open questions where subjects are able to respond in any way they see
fit (e.g., what did you like most about this system?). Closed questions
typically produce quantitative data, while open produce qualitative
data. Thus, closed questions are useful for providing numeric represen-
tations of subjects’ attitudes and feelings and allow researchers to make
statistical comparisons. Open questions are useful for gaining more
unique and varied insight into subjects’ experiences and for understand-
ing the reasons behind particular attitudes and behaviors. Responses
to open questions also allow researchers to better interpret and contex-
tualize subjects’ responses to closed questions.
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Closed questions typically take one of two forms: Likert-type scales
or semantic differentials. In the first format, a series of statements are
provided such as, the system was easy to learn to use, along with five- to
seven-point Likert-type scales for responding, where one scale end-point
(or anchor) represents strong agreement and the other represents strong
disagreement. Traditional Likert scales measure agreement on a five-
point scale, where the scale labels are: strongly agree, agree, neutral,
disagree and strongly disagree [178]. The classic Likert measurement
also produces a summative measure across a set of items. In IIR, a
range of scales points are provided (although it is most common to
have five- or seven-point scales), a range of scale labels are provided
(e.g., not at all, somewhat, very much) and a summative measure is
usually not produced, which is why this type of scaling is often referred
to as Likert-type. There is little guidance about the appropriate number
of scale points, although some researchers have suggested that seven-
points are optimal for eliciting relevance assessments [265]. What is
clear is that an odd number of scale points allow subjects to select a
mid-point, while an even number does not. It is also the case that scales
with more points can be converted into scales with fewer points.

The use of semantic differentials is another common way to for-
mat closed questions. Semantic differentials present pairs of antonyms
at opposite ends of a scale without numeric labels. Instead of requir-
ing subjects to identify discrete numbers, this scale allows subjects
to place a mark along a line, indicating a more continuous-type of
measure. While the semantic differential presents individual lines indi-
cating where subjects should mark, other scales have been formatted
to present a straight line without any demarcations. Of course, both
of these formats only represent a difference in user interface: different
points along the continuum are eventually coded into discrete numbers
by the researcher for analysis.

Questionnaires can be administered via different modes: elec-
tronic, pen-and-paper and interview. Research in psychology and pub-
lic opinion polling has found that questionnaire mode affects how
people respond to questions [42, 274]. Kelly et al. [165] investigated
questionnaire mode effects in the context of an IIR experiment and
found that subjects’ responses to closed-questions were significantly
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more positive when elicited electronically, than via pen-and-paper or
interview. Although this was only a single study with 51 subjects, these
results suggest that questionnaire mode can impact subjects’ response
behaviors in IIR studies.

Questionnaires are used at various points during a study to collect
data. The five most frequently used questionnaires are demographic,
pre-task, post-task, post-system, and exit. The determination of which
among this set is appropriate and what they contain depends on the
purposes of the study. Table 9.1 lists some of the data that are typically
elicited via each type of questionnaire.

In addition to these types of questionnaires, researchers sometimes
give subjects specialized instruments (usually in the form of a ques-
tionnaire) that are used to characterize subjects along some standard
measure (e.g., cognitive style, personality type, and spatial ability).
These types of instruments are usually administered near the begin-
ning of the study. It is also possible to use questionnaires to pre-screen
potential subjects during recruitment if a particular characteristic is
of interest. For instance, a researcher might only be interested in sub-
jects who are novice searchers. Pre-screening can also helps to ensure a
balanced design if a researcher is aiming for equal numbers of subjects
across some characteristic (e.g., sex).

Instructions about how to design questions will not be presented
here, but it is critical that appropriate attention is paid to this process
and that questionnaires are piloted before they are used (see [207] for
more information about question design). Important considerations to
make when creating questions are related to the wording and order-
ing of the questions and choice of scale points, labels and anchors.
With respect to wording, it is particularly important that the ques-
tions are not biased, loaded or double-barreled. For closed questions,
it is also important that scale labels are appropriate to the question
and that range of variation, exhaustivity, exclusivity and equivalence
are considered. For open questions, the wording and placement of ques-
tions within the questionnaire are critical issues.

There are additional considerations to make about closed and open
questions. Because a response set is provided for closed questions, the
researcher has to ensure that the response set is appropriate. There is
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Table 9.1 Commonly used questionnaires in IIR evaluations.

Questionnaire Purposes Administration
Demographic This questionnaire is used to elicit

background information about
subjects. This information is
typically used to characterize and
describe subjects, but it can also
be used to explore and test specific
hypotheses. For instance, a
researcher might be interested in
investigating the difference
between male and female behavior,
or among people with different
amounts of search experience.

This questionnaire is usually
given at the start of the
study, but it can be given at
the end. The rationale for
waiting until the end is that
subjects are likely to be
fatigued and it is better to
get this “easy” information
then.

Pre-task This questionnaire can be used to
assess subjects’ knowledge of the
search task and/or topic.
Questionnaire items are usually
directly related to the search task
in which the subject is about to
engage.

Subjects complete this
questionnaire before
searching occurs so that the
search experience does not
bias responses.

Post-task This questionnaire is most often used
to gather feedback about the
subject’s experiences using a
particular system to complete a
particular task. Thus, the primary
goal of this questionnaire is to
assess the system–task interaction.

This questionnaire is
administered following each
task.

Post-system This questionnaire elicits feedback
from subjects about their
experiences using a particular
experimental system. It is typical
to administer this type of
questionnaire during
within-subjects studies where
subjects use more than one system.
The assessment is usually focused
on the subjects’ experiences using
the system to complete a number
of tasks and represents an overall
assessment of a particular system.

The questionnaire is
administered after subjects
finish using a system.
Subjects complete one
questionnaire for each
system.

Exit If the study is a between-subjects
study, then this questionnaire
functions similarly to the
post-system questionnaire.
However, for within-subjects
studies, this questionnaire can be
used to elicit cross-system
comparisons and ratings.

As its name implies, it is
typically administered at the
end of the study.
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a danger that the questions and response sets will bias subjects since
appropriate topics and responses are suggested. Data elicited by closed
questions is homogenous and easier to analyze, but it is important to
remember that the numeric scales are not based on a true number line,
but instead represent a set of labels (albeit sometimes ordered). They
are subject to individual interpretation and can be difficult to compare;
there is no true zero and one subject’s six may be another subject’s five.
Open questions take longer to administer than closed questions and
responses are more difficult to interpret and analyze. People typically
use different words to describe the same things and some subjects are
better at clarifying and explaining their responses than others.

9.7 Interviews

Few IIR evaluations consist solely of interviews, but interviews are a
common component of many study protocols. Most often, the inter-
view is used as a delivery mode for a set of open-ended questions
which might just as easily be delivered via print or electronic ques-
tionnaire. Although an interview mode is not necessarily required to
ask such questions, it presumably allows one to get more individual-
ized responses and allows some flexibility with respect to probing and
follow-up. Kelly et al. [165] compared subjects’ responses to a set of
open-ended questions across three modes: interview, pen-and-paper,
and electronic and found that while subjects’ responses were longer
in the interview mode than in the other two modes, the number of
unique content-bearing statements they made in each mode were about
equal. These results do not mean that the interview mode is not use-
ful, but rather that it may not be useful for certain types of questions.
The researchers asked questions that were similar to those asked in
traditional IIR evaluations, which really are not designed with depth-
interviewing in mind. If one were interested in asking more complex,
abstract questions then it is likely that the interview mode would be
more appropriate.

Another place where interview techniques can be used in IIR eval-
uations is during stimulated recall. During stimulated recall, subjects
verbalize their decision-making processes and thoughts while watching
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a video recording of a search they recently completed. During this pro-
cess, the researcher might interrupt with specific pre-planned questions.
These questions might be used to find out about something specific, or
to probe remarks or actions made by subjects.

When planning to conduct interviews, researchers must first decide
what type of interview they would like to administer: structured, semi-
structured or open. This will be dependent on the purpose of the
research. Researchers typically create an interview schedule which is
a list of all of the questions they would like to discuss with the subject.
In some cases, the researcher might go through this list of questions
one-by-one in the same order for all subjects. This is typically the case
with the short interviews that are conducted at the end of an IIR
study. When the interview is the primary method used in a study, it
is common to skip around and diverge from the list of questions. In
these types of interview situations, the researcher has more flexibility
and subjects, in many ways, direct the interviews since they can deter-
mine what topics will be discussed and in what order. The interview
schedule functions to remind researchers of all of the topics that they
would like to cover, but it usually does not determine the sequence of
questioning. Along with an interview schedule, a researcher might also
use other types of stimuli to facilitate and structure the interview. For
instance, screen shots of an interface can be used to provide a focal
point for discussion or even a video recording of a confederate using
the experimental system.

9.8 Evaluation of End Products

A final method of collecting data during IIR evaluations focuses on
the outcome or product of the search. Very often the focus is on the
resolution of the work task, as opposed to the search task [in Byström
and Hansen’s [44] language]. This approach is used less frequently
because it is more time consuming for subjects since it requires them
to complete an additional and more complex task beyond finding rele-
vant documents. The additional task is to actually use the information
in a way that matches the user model behind the search task. For
instance, the user model behind the traditional IR search task is a
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person collecting materials that can be used to generate a report about
a particular topic. The methods discussed in this section ask subjects
to use the documents they find to create papers, reports, or other end
products. These end products, in turn, are studied along with the sub-
ject’s interactions with the system. Example studies that have used
such methods include Egan et al. [83], Halttunen and Järvelin [116],
Kelly et al. [166], Marchionini and Crane [192] and Vakkari [280].

From a philosophical point-of-view, this approach differs from others
discussed in this section in that what is being evaluated and studied
extends beyond the system. The IR system is viewed as a tool that
helps people accomplish some other goal; thus, IR is not viewed as
an end unto itself, but as an activity that supports a larger goal. The
approaches discussed here focus on examining that larger goal. The
underlying notion is that a better IR system will help people do a bet-
ter job of achieving this goal (e.g., write better quality reports).4 These
approaches also assume a different perspective of relevance. Specifi-
cally, a distinction is made between the differences in relevance behavior
exhibited during information finding and information use. The notion is
that subjects engage in a different kind of relevance behavior when they
are selecting relevant documents than when they are making choices
about what to actually use and include in the final product.

The methods described in this sub-section are all executed within
the context of a traditional IR task model where people engage with
an IR system to find documents that support the writing of a report.
Some researchers have studied students who are working on a writing
assignment for a course, while others have included report writing as
part of the study protocol. The former approach requires coordination
with an instructor and it may not be possible to use an experimental
IR system for such critical tasks. The latter requires the researcher to
create a writing task, which might be artificial since the subjects are not
performing it for any purpose other than the study. The difficultly in
both cases is that many things contribute to the end product, including
a person’s writing and organizational skills. However, if two or more

4 It may become increasingly difficult to analyze the system’s contributions as subjects are
able to compensate for poorly performing systems [243].



98 Data Collection Techniques

groups are being studied (e.g., if there are two systems being studied),
then randomly assigning subjects to groups should distribute subjects
with differing skills equally.

IIR researchers have used several approaches to study end products:
examination of references, expert assessments and cross-evaluation.
Examination of references is the most basic way to evaluate the extent
to which the documents found by the user during searching were used
to complete the larger task. The reference list, of course, does not tell
the entire story. It is likely that many documents used during other
information-seeking stages do not make it into the reference list. These
documents play an important role in the creation of the final product,
but they are not visible from the reference list.

Researchers have also asked experts to assess the quality of the
final products [280, 282]. If the study is conducted in conjunction with
a class, then this expert might be the course instructor who assigns
grades to the final products. Course instructors will be experienced
evaluators of the end products and will likely have established grad-
ing rubrics (even if they are internalized). If the evaluators are not
very experienced, then the researcher will need to develop a rubric and
spend time training evaluators to use it consistently. While these final
products are a more realistic representation of how the information is
used, it is difficult to coordinate and administer this type of assessment.

Cross-evaluation was developed as both a method and tool to facil-
itate comparison and rating of reports generated by subjects of infor-
mation systems [257]. It requires subjects to perform three activities:
use an information system to find relevant information, create a short
report summarizing their findings, and evaluate other subjects’ reports.
Reports are evaluated according to seven quality criteria related to
aspects of the information contained within the reports as well as
aspects of the report itself. Cross-evaluation was developed in the con-
text of interactive question–answering systems with intelligence ana-
lysts as subjects, but it could be extended to other types of situations.
Interestingly, cross-evaluation can be a motivator for subjects since
their work will be reviewed by others.
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Measures

Measurement is fundamental to IIR research, but there are few research
programs dedicated exclusively to the development and evaluation of
measures for IIR. A large number of measures have been used but,
at least until 1992, most could be categorized as relevance measures,
efficiency measures, utility measures, user satisfaction, and success
measures [254]. Su (2003) conducted a second review of evaluation mea-
sures in 2003 in preparation for an evaluation of search engines. Similar
classes of measures were found except that success was replaced with
connectivity. In her review of IIR research, Su (2003) further identi-
fied the following classes of measures for characterizing subjects and
their information needs and behaviors: background (e.g., professional
field, age, and sex); experience (e.g., use of IR systems and use of
the internet); and information needs/search requirements (e.g., search
topic, purpose of search, and time period of documents). Yuan and
Meadow [299] also reviewed the research and created a classification
of variables used in IR user studies. Classes included variables related
to the study participants, searches and outcomes. Variables related to
searches included an extensive list of items that ranged from specific
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search tactics to performance measures. Boyce et al. [39] also compiled
a list of measures in information science research.

Over time, four basic classes of measures have emerged as the stan-
dard: contextual, interaction, performance, and usability. The first set
of measures includes those used to characterize subjects: such as age,
sex, search experience, personality-type, and those used to character-
ize the information-seeking situation: such as task-type and subjects’
familiarities with topics. Also included in these measures are geographic
location and time. These measures basically describe the context in
which information search occurs. It is beyond the scope of this paper
to list every possible measure that fits this description. Ingwersen and
Järvelin [139] provide an extensive discussion of context in information
seeking and retrieval, while Dourish [78] provides a theoretical exami-
nation of the concept. Contextual measures in IIR evaluations can be
elicited via questionnaires (e.g., age, sex, and topic familiarity) or con-
trolled by the researcher (e.g, task-type). Many of these measures can
be characterized as socio-cognitive measures or individual difference
measures. While researchers have discussed context for many years
and the difficulties with defining and measuring it (e.g., [6, 58, 75]),
recently there have been large efforts in IR and IIR to systematically
incorporate context into retrieval and evaluation (see e.g., [38, 227]).

The second set of measures includes those used to character-
ize the interaction between the user and the system and the user’s
search behaviors, such as number of queries issued, number of docu-
ments viewed and query length. These types of measures are typically
extracted from log data.

The third set of measures are performance-based measures related
to the outcome of the interaction, such as number of relevant documents
saved, mean average precision, and discounted cumulated gain. These
measures are also typically computed from log data.

The final set of measures includes those based on evaluative feed-
back elicited from subjects. Such measures often probe subjects about
their attitudes and feelings about the system and their interactions
with it. Although this class of measures is referred to as usability for
simplicity sake, this class of measures includes a variety of self-report
measures.
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In IIR, performance measures have typically been separated from
usability measures, even though as we will see shortly, effectiveness and
efficiency are standard dimensions of usability and are often measured
in HCI and ergonomics research with measures such as recall, task
completion, error rate and time. Thus, in HCI performance is most
often subsumed under usability, while in IIR we treat performance as
a separate entity from usability and usually use the term usability as
a synonym for self-report measures. The likely reason for our unusual
use of this term is that performance measures have always been part of
IR evaluation even before it was common to include subjects in evalua-
tions. As it became more common to study subjects, various self-report-
based usability measures made their way into the evaluation literature,
but performance was still a first-class measure. Many early IIR eval-
uations discussed measures such as satisfaction and user-friendliness
without mentioning the term usability. Common dimensions of usabil-
ity are effectiveness, efficiency, and satisfaction, and what typically
happens in IIR is that self-report measures are used to elicit evalua-
tive data from subjects about these qualities. Again, this is contrary to
how usability is measured in HCI — effectiveness and efficiency mea-
sures often consist of objective measures (e.g., some of our standard
performance measures), while satisfaction measures are elicited via
self-report.

Regardless of how one labels such measures, the most important
thing is to be clear about the definitions of the measures. Devising
appropriate measures involves the provision to two basic types of def-
initions: nominal and operational, which were discussed in a previous
section. Nominal definitions state the meaning of concepts; for example,
one might define performance as the ability to find relevant documents.
Operational definitions specify precisely how a concept (and its dimen-
sions) will be measured. For instance, an operational definition of learn-
ability might include three questions and a five-point Likert-type scale
for responding. Alternatively, one might operationalize learnability as
the length of time it takes a user to learn to use an interface. With-
out both nominal and operational definitions it is impossible to know
exactly what concepts researchers hope to capture with their measures,
and it impossible to evaluate the credibility of the results.
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There are also many validity and reliability considerations that are
related to measurement, which are discussed in Section 12. Historically,
IIR researchers have not been as concerned about measurement validity
and reliability as other researchers who rely on self-report measures and
questionnaires to elicit data from human subjects. Thus, studies that
use self-report metrics which have not undergone serious scrutiny with
respect to validity and reliability are susceptible to measurement error
caused by the items themselves. Measurement bias is well-documented
in many literatures including psychology, public opinion polling and
public health. There is an entire field called psychometrics, which is
devoted to understanding how to better measure psychological phenom-
ena. This research has shown that people exhibit a number response
biases when completing self-report measures, including inflation where
the tendency is to rate things more positively than they are, and acqui-
escence where the tendency is to agree with everything.

Studies have also shown that slight variations in study proce-
dures can impact study results and that method variance, in gen-
eral, is almost always a potential problem [215]. Method variance
refers to variance that is attributable to the measurement method
rather than to experimental stimuli [94]. Systematic error variance,
of the kind that might be caused by invalid or unreliable measure-
ment techniques, is particularly problematic since it can produce
results that might appear meaningful, but are only a function of the
measurement technique. Method variance is a threat to any study
regardless of whether self-report data are being elicited, but it is a
more acute problem for studies that rely on self-report data. It is
also problematic when no serious attempt is made to generate valid
and reliable measurement techniques and the accepted standard is
to just generate measures, especially self-reported ones, in an ad-hoc
fashion.

Finally, the selection and interpretation of any measure, and par-
ticularly performance measures, should be grounded by the purposes
of the system and the task the user is trying to accomplish. If a user is
asked to complete a high-precision task such as finding one or a small
number of documents that answer a particular question, then assessing
recall makes little sense, since it is not appropriate to the retrieval
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situation. If a system is designed to support exploratory search, then
more interaction might be better than less.

10.1 Contextual

The measures presented in this section describe the context in which
information search and interaction occurs. These include measures used
to characterize subjects, such as age and sex, and those used to char-
acterize the information need, such as task-type and domain expertise.
It is common in most IIR evaluations to elicit some basic measures to
describe study subjects, tasks and information search situations, but
these measures are not always used as independent variables.

10.1.1 Individual Differences

Boyce et al. [39, p. 202] state, “the purpose of measuring user charac-
teristics separately from the search process is to be able to use them to
predict performance or to explain differences in performance.” Such
differences are often referred to as individual differences. Borgman
[31] and Dillon [76] provide overviews of individual difference research.
Borgman’s article is focused on individual differences in information
retrieval. Dillon’s article is targeted to HCI researchers and strongly
grounds individual differences in psychology research. Individual dif-
ferences research was very popular in IIR during the period 1980s to
1990s, but has not received as much attention lately.

Fenichel [88] provides an overview of some of the more common mea-
sures of individual differences in the context of online searching. These
include variables such as sex of subject, age, college major, profession,
level of computer experience, and level of search experience. The latter
two variables, in particular, do not figure as prominently in current
research because there is not as much variability in these factors as
there used to be, especially considering the typical subject in most IIR
evaluations. Today, if one wanted to study many of these variables, one
would need to purposively sample for them. However, there are still
expected differences between many groups of people — for instance,
one would expect subjects with advanced degrees in library science,
computer science or human–computer interaction to be different from
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subjects from the general population [90, 237, 238]. Therefore, it is
important to report such characteristics, even if they are not indepen-
dent variables, and carefully consider how they might impact the study
results. Morahan-Martin [198] reviews research related to sex differ-
ences and internet usage, while Ford et al. [100] and Lorigo et al. [185]
investigate sex differences related to information search. Ford et al. [99]
investigate internet perceptions and cognitive complexity as additional
ways to measure individual differences.

Another set of individual difference measures are those related to
intelligence, creativity, personality, memory, and cognitive style. One
nice thing about studying these types of measures is that there are
a large number of standardized instruments found in the education
and psychology literatures. Cognitive style, in particular, continues to
receive a great deal of attention. Cognitive style is related to how peo-
ple think about and approach problems. Ford et al. [100, 99], citing
Riding and Cheema [216], state that there are two basic aspects of
cognitive style: the wholist-analytic style characterizes users according
to whether they tend to process information in wholes or parts and
the verbal imagery style characterizes users according to whether they
are verbal or spatial learners. Example instruments for assessing cog-
nitive style include the learning style inventory, the remote associates
test, the symbolic reasoning test and the Myers Briggs type indicator
(Borgman, 1987). Ford et al. [99] use the cognitive styles analysis and
approaches to studying inventory (which categorizes people as engaged
in deep learning, surface learning or strategic approach) to measure
cognitive style. The effects of cognitive style on information-seeking
behavior in mediated search situations have also been investigated by
Ford et al. [101]. Finally, computer and search self-efficacy have been
studied as more refined measures of computer and search competency
[57, 71].

10.1.2 Information Needs

Another important set of contextual variables are those that charac-
terize the information need. Example measures include those related
to the task such as task-type, task familiarity, task difficulty and
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complexity, and those related to the topic such as a topic familiarity
and domain expertise.

One problem with studying many of these items is that it is difficult
to devise instruments for measuring them. For instance, topic familiar-
ity is often measured with a seven-point scale, which does not really
provide much information about how much a person knows about a
topic. Since such scales are not calibrated it is even more difficult to
make comparisons across familiarity levels. Domain expertise is often
measured using credentials — for instance, a person with an advanced
degree in molecular biology might be said to have high domain exper-
tise in this subject area. Again, such coarse classifications often make
it difficult to interpret study results and reach conclusions.

Other attributes of the information need that are often measured
include persistence of information need, immediacy of information
need, information-seeking stage, and purpose, goals and expected use
of the results. Ingwersen and Järvelin [139] provide an extensive review
of many of these types of variables.

10.2 Interaction

Interaction measures describe the activities and processes that subjects
engage in during IIR. These measures are basically low-level behav-
ioral data — such behaviors might originate from the subject or the
system. Some types of interaction measures are common to almost all
IIR evaluations. For example, number of queries, number of search
results viewed, number of documents viewed, number of documents
saved, and query length. Other types of interaction measures are spe-
cific to the individual system being studied. Many interaction mea-
sures are frequency counts of the activities that occurred and can be
related directly to interface functionality. This includes basic uptake
measures that show with what frequency subjects are using a feature
or application.

Since most interaction measures are counts, they are continuous
data types and can be combined to form other measures. For instance,
time can be divided by the number of documents saved, or the num-
ber of documents saved can be divided by the number of documents
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viewed. Usage patterns can also be derived from interaction measures.
For instance, Markov modeling can be used to determine the most
probable sequences of actions or a researcher can attempt to assemble
low-level interactions into search tactics and strategies [15, 90].

One of the most challenging aspects of using interaction measures
is developing a framework for interpreting them. Relating these signals
to concepts requires one to consider the purpose and nature of what is
being studied. If a subject enters a large number of queries, is this good
or bad? The answer to this question is likely related to the purpose of
the system — if the purpose of the system is to help a subject learn
more about a topic, then more queries might be a positive indicator.
If the purpose of the system is to help a subject find a single answer,
then more queries might be a negative indicator.

Thinking more broadly about interaction, another important ques-
tion to ask is what is interaction? Interaction with computers has been
studied in a number of disciplines and there is not necessarily any
agreement over what it means. There has been few serious theoretical
discussion of the concept of interaction in IIR (e.g., [16]). In IIR, an
implicit definition of interaction is accepted, which is very closely tied
to feedback. Spink [248] and Spink and Losee [250] provide extensive
discussions of the nature of feedback and identify interactive feedback
units, the smallest of which consists of the user responding to the sys-
tem and the system using the user’s response to produce new content.

10.3 Performance

While there are many well-established measures for classic IR
performance evaluation, there are not too many for IIR. As a result,
many IR measures are used in IIR evaluations. The fit is not always
perfect and it is probably safe to say that most researchers are not com-
pletely satisfied with these measures. Nested within most of these per-
formance measures is another measure — relevance, and this is where
things often break in an IIR evaluation scenario. The major problem
is that most classic IR measures were developed and evaluated under
different retrieval circumstances where certain assumptions could be
made about relevance judgments and behaviors. These assumptions
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underlie many of the evaluation measures developed as part of TREC,
so the applicability and usefulness of these measures to IIR evaluations
can be questioned. When using a TREC collection in an IIR study,
researchers must assume for the purposes of the study that relevance
is binary (usually), static, uni-dimensional and generalizable. Although
these assumptions are incongruent with a lot research and with what
most researchers believe, it is a suspension of disbelief that is required to
use the TREC collection. Although there have been some attempts to
create test collections with graded relevance assessments (e.g., [245]),
this has been the exception rather than the rule. As mentioned pre-
viously, most standard IR performance measures assume binary rele-
vance and do not easily accommodate situations where there are graded
relevance assessments.

There have been a series of studies that have compared results
of batch-mode and user studies and found that systems which per-
form better in batch-mode studies do not always do so in user studies
[129, 243, 275, 276]. There are a number of explanations of these find-
ings and many relate to the nature of relevance. Specifically, users often
discard documents that TREC assessors have found relevant and find
and save documents that TREC assessors never evaluate. Since it is the
TREC assessor’s judgments that are used to evaluate system perfor-
mance, conflicting results are possible depending on how performance
is evaluated. Another issue to consider when using TREC-based per-
formance metrics in IIR evaluations is whether the metric is actually
meaningful to real users. A measure that evaluates systems based on
the retrieval of 1000 documents is unlikely to be meaningful to users
since most users will not look through 1000 documents. Furthermore,
it is important to note the limitations of performance measures: these
measures can show that a system is functional (if used in a systems-
centered evaluation), but not necessarily usable.

Finally, the actual technique used to measure relevance can vary
considerably. There have been a number of studies that have examined
and studied (1) the concept of relevance (e.g., [33, 197, 224, 232, 235,
236]); (2) the criteria users employ when making relevance assessments
(e.g., [271]); and (3) techniques for measuring relevance (e.g., [84, 162,
272, 283]). Suffice to say, the published research about how users make
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relevance assessments and the actual measures that researchers employ
to collect relevance assessments are not very aligned.

10.3.1 Traditional IR Performance Measures

Table 10.1 presents some of the classic IR performance measures. For
more information about these measures and descriptions of other IR
measures, see Voorhees and Harman [288].

10.3.2 Interactive Recall and Precision

The measures in Table 10.1 are based on an assessor’s relevance judg-
ments and batch-mode retrieval runs that can consist of up to 1,000
documents. In IIR evaluations, subjects usually are unable to search
through 1,000 documents. It is also the case that subjects are typically
instructed to save documents that they find relevant and as described
earlier subjects’ relevance judgments often do not agree with the asses-
sor’s relevance judgments, so using the benchmark relevance judgments
to assess performance may not be meaningful. Some TREC topics have
hundreds of documents that have been marked as relevant by assessors
and it is unlikely in most situations that a subject will search long
enough to find all of these documents.

To partially account for the mismatch between TREC relevance
judgments and subjects’ relevance judgments, Veerasamy and Belkin
[284] and Veerasamy and Heikes [285] proposed the use of interactive
recall and precision, and interactive TREC precision which compares
TREC relevant documents with those saved by subjects (Table 10.2).
TREC relevant means the document was marked relevant by an
assessor. These measures basically try to account for the two-stage
relevance process that happens in IIR evaluations that use collections
with relevance judgments: first, an assessor makes a relevance judg-
ment and then a subject makes a relevance judgment. Documents that
the assessor marks as relevant may or may not be retrieved, viewed or
saved by subjects.

Relative relevance (RR) is a measure for comparing the degree of
agreement between two relevance assessments [33, 36]. This might be
between the system’s relevance score and a subject’s or between an
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Table 10.1 Some classic IR evaluation measures.

Measure Description
Recall The number of retrieved relevant documents divided by the

number of relevant documents in corpus.

Precision The number of relevant retrieved documents divided by the
number of retrieved documents.

F -measure The F -measure is a way of combining precision and recall and is
equal to their weighted harmonic mean
[F = 2(precision × recall)/(precision + recall)]. The
F -measure also accommodates weighting of precision or
recall, to indicate importance.

Average precision
(AP)

Individual precision scores are computed for each relevant
retrieved document (with 0 assigned to relevant documents
that are not retrieved). These values are then summed and
divided by the total number of relevant documents in the
collection. Thus, AP has a recall component to it and is
typically described as the area underneath the
precision/recall curve. AP also takes into account the position
of relevant documents in the result list.

Mean average
precision (MAP)

This is a run level measure and consists of taking the average of
the average precision values for each topic.

Geometric average
precision (GMAP)

The geometric mean of n values is the nth root of the product
of the n values. Robertson [219] recommends taking the logs
of the values and then averaging. GMAP was developed for
the TREC Robust Track, which explored retrieval for difficult
topics and does a better job than MAP of distinguishing
performance scores at the low end of the AP scale.

Precision at n The number of relevant documents in the top n results divided
by n. Typical values for n are 10 and 20, which is thought to
better represent the user’s experience since research has
shown that this is the extent to which users look through
Web search results [146].

Mean reciprocal rank
(MRR)

This measure was developed for high-precision tasks where only
one or a small number of relevant documents are needed. For
a single task with one relevant document, reciprocal rank is
the inverse of its ranked position. MRR is the average of two
or more reciprocal rank scores (used when there is more than
one task).

assessor’s relevance scores and a subject’s. Thus, this measure attempts
to accommodate the subjective nature of relevance and provide a mea-
sure of the extent of this overlap. RR might also be used to eval-
uate the extent to which assigned information need descriptions are
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Table 10.2 Modified versions of recall and precision for interactive IR [284, 285] and relative
relevance [33, 36].

Measure Description
Interactive recall Number of TREC relevant saved by user/number of TREC

relevant documents in the corpus.

Interactive TREC precision Number of TREC relevant documents viewed by the
user/total number viewed.

Interactive user precision Number of TREC relevant documents saved by the
user/total number saved by the user.

Relative relevance (RR) Cosine similarity measure between two lists of relevance
assessments for the same documents.

well- or ill-defined — presumably there will be less overlap in relevance
judgments for ill-defined needs.

10.3.3 Measures that Accommodate Multi-Level
Relevance and Rank

Two other problems with traditional performance measures is that they
only accommodate binary relevance assessments and they do not take
into account that relevant documents that are retrieved further down on
the results list are less useful since subjects are less likely to view them.
Not only must a subject expend some effort to get to these documents,
by the time the subject arrives at the document its content may be
less valuable because of what the subject has learned on the way to
the document. Traditional measures such as precision and recall do
not accommodate this situation. Two results lists — A and B — may
have the same recall and precision scores, despite having very different
orderings of the documents. MAP was created to address the ordering
problem in systems-centered research, but it still maintained some of
the problematic assumptions of the traditional TREC measures.

Järvelin and Kekäläinen’s [148, 149] suite of cumulated gain mea-
sures and Borlund and Ingwersen’s [36] ranked half-life measures are
measures that have been created for use in interactive search situa-
tions where human searchers make relevance judgments (Table 10.3).
In addition to these measures, Borlund [33] identifies several others
that account for position of relevant documents including Cooper’s
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Table 10.3 Cumulated gain measures [148, 149] and ranked half-life [33, 36].

Measure Description
Cumulated gain (CG) Cumulated gain can be computed at different cut-off values for

search result of lists of varying sizes. At the cut-off point,
CG is the sum of the relevance values of all documents up to
and including the document at the cut-off point.

Discounted cumulated
gain (DCG)

Discounted cumulated gain discounts the value of relevant
documents according to their ranked position. New relevance
values are computed by dividing the relevance score of a
document by the logarithm of its rank. The discounted
relevance scores are then summed to a particular cut-off
point.

Normalized
discounted
cumulated gain
(nDCG)

The DCG measure is normalized according to the best DCG
available for a given results list. This normalization
transforms DCG scores, which can take on a large range of
numbers, to a 0–1 scale, which is easier to interpret and
compare.

Ranked half-life
(RHL)

The point in the results list at which half of the total relevance
value for the entire list of documents has been achieved. If
binary assessments are used, this is the point at which half
of the relevant documents in the list have been observed. If
multi-level assessments are used, this point is when half of
the sum total of all of the relevance values are observed.

[59] expected search length, Dunlop’s [81] expected search duration and
Losee’s [186] average search length. Käki and Aula [158] also propose
immediate accuracy which is the proportion of cases where subjects
have found at least one relevant result by a particular cut-off position in
a ranked list of results. Kekäläinen and Järvelin [162] also extend tradi-
tional precision and recall metrics to accommodate graded assessments.

Discounted cumulated gain is based on the notion that the lower a
document’s rank in a results list, the less likely the subject is to view
it. For instance, the chances of a subject viewing a document ranked in
position one in a search results list is greater than the chances of the
subject viewing a document ranked 88th. The measure also assumes
that the number of topically relevant documents in a corpus is likely
to exceed the number of documents a subject is willing to examine
[162]. This measure also allows for multi-level (or graded) relevance
assessments, which makes it more versatile and reflective of how most
subjects make relevance assessments. To compute cumulated gain the
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search results are first viewed as a vector where each document is rep-
resented by its relevance value. The cumulated gain of each document
is a function of its relevance value plus all of the relevance values of the
documents ranked above it.

To compute discounted cumulated gain, the relevance value of a
particular document is treated as a function of a document’s relevance
and its rank. The discounted part of the measure reduces the contri-
butions of relevant documents that are ranked lower in the list. This
is accomplished by dividing the relevance of the document by the log
(base 2) of its rank.1 For instance, assuming four levels of relevance,
where four represents a highly relevant document, a highly relevant
document at rank 16 would contribute a score of 1 [4/log2(16), or 4/4].
The base of the log can be adjusted to match varying types of users.
For instance, patient or impatient users. DCG scores can also be nor-
malized (nDCG) based on an ideal result list which can be created
by ordering all documents judged from most relevant to least relevant.
Cumulated gain-based measures are typically reported at particular
cut-off values. In Kekäläinen and Järvelin [162] the use of graded rel-
evance assessments (non-binary based) are extended to a number of
other evaluation measures as well. Järvelin et al. [150] extended DCG
for use in multi-query sessions.

Rank half-life (RHL) measures the extent to which relevant doc-
uments are located at the top of a ranked results list [33, 36]. This
measure is similar to MAP and DCG in that not only is the rele-
vance values of particular documents included in its calculation, but
also their position in a ranked list. There are two measures associated
with RHL — RHL and RHL-index. The RHL is the position at which
half of the relevant documents are retrieved. If multi-level relevance val-
ues are used, this is the point at which half of the total relevance value
for the entire list of results has been observed. The formula used to
calculate RHL is the basic formula for the median of continuous data.
Thus, lower RHL are associated with better retrieval performance since
lower numbers indicate that more of the relevant documents were found

1 The discount is not applied to the document in position one of the search results list since
the logarithm of this would result in a denominator of zero.
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near the top of the results list. The RHL-index allows one to compare
two result lists at a particular cut-off value, given a precision value. The
RHL-index is the RHL of the list divided by the precision of the list.

10.3.4 Time-Based Measures

Time has been used quite a lot in IIR evaluations, both at a gross level
(e.g., the length of time it takes a subject to complete a search task) and
a more specific level (e.g., the length of time a subject spends viewing a
search result or engaging in a specific action). As mentioned previously,
time-based measures can be difficult to interpret since this is dependent
on the task, the objective of the system and the researcher’s beliefs
about IIR. Time-based measures are often used as indicators of effi-
ciency, although as stated earlier, effectiveness (performance), efficiency
and satisfaction can be separated from one another. Efficiency and
time will be discussed again in Section 10.4 when traditional notions
of usability are discussed along with evaluative self-report measures.

Researchers have used a variety of time-based measures, including
the length of time subjects spend in different states or modes, the
amount of time it takes a subject to save the first relevant article, and
the number of relevant documents saved during a fixed period of time.
The number of actions or steps taken to complete a task is another
way to look at time and efficiency. Käki and Aula [158] formalize two
time-based measures that have been used in IIR research, search speed
and qualified search speed (Table 10.4). These measures are based on
answers not relevant documents, but could be extended to cover this
retrieval unit.

Table 10.4 Time-based measures from Käki and Aula [158].

Measure Description
Search speed The proportion of answers that are found per minute. This

measure consists of dividing the total number of answers
found by the length of time it took to find the answers. All
answers are included in this computation regardless of
whether they are correct.

Qualified search speed This measure accommodates multi-level relevance and consists
of computing search speed for each relevance category,
including non-relevant.
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Although it is more common to consider how long it takes subjects
to perform particular actions, the length of time it takes the machine to
perform particular actions is also a common time-based efficiency mea-
sure in IR. Most would agree that this impacts a subjects’ experience
with a system and likely contributes to their evaluation of the system.
Cleverdon et al. [55] discuss the response time of the system, which can
be measured with a simple time-based figure, or could be an analysis of
computational complexity. Common measures of computational com-
plexity are number of steps, iterations or computing cycles that are
needed by the computer to perform a task and the amount of comput-
ing resources needed.

10.3.5 Informativeness

Informativeness is a measure of the output of a system proposed by
Tague [258, 261, 263]. This proposed method for evaluating search
results focuses on relative evaluations of relevance rather than abso-
lute measures. The assumption behind this is that asking subjects to
rank a set of search results from most informative to least informative
results in more accurate data than asking them to associate absolute
judgments with each result using a scale. While Tague [263] wrote quite
a bit about the informativeness measures and explored this measure in
the context of browsing, a large-scale validation of this measure was
never achieved due to her death [103]. Freund and Toms [103] recently
re-introduced this measure and explored it in the context of Web search.
Interestingly, there are many current proposals to use relative relevance
judgments to evaluate search results lists (e.g., it is generally accepted
that clicks equal relevance (whether right or wrong)). Perhaps with
this renewed interest in relative relevance judgments, Tague’s informa-
tiveness measure will finally be validated and adopted as a standard
method of evaluation.

10.3.6 Cost and Utility Measures

In the early days of IIR research, cost and utility measures figured
prominently in the IR evaluation framework. Some researchers
treated these measures as separate constructs from relevance, while
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others attempted to use these measures as substitutes. Cooper [60]
proposed the use of subjective utility as the benchmark with which
systems should be evaluated. In his proposal, users associated dollar
amounts with search results. Salton [230, p. 442] summarizes the
utility-theoretic paradigm, “retrieval effectiveness is measured by
determining the utility to the users of the documents retrieved in
answer to a user query”. Salton [229] identifies a host of cost-based
measures including those associated with the operational environment,
response and processor time.

Belkin and Vickery [23] identified utility as one of the major
approaches underlying performance measures alongside relevance and
user satisfaction. In a study of evaluation measures for IIR, Su [254]
compared 20 measures, including actual cost of search and several util-
ity measures such as worth of search results in dollars, worth of search
results versus time expended and value of search results as a whole.
Su [254] found the value of the search results as a whole was the best
single measure of IIR performance. The 40 subjects involved in this
study were responsible for the costs of their own searches which likely
changed the importance of this variable to them.

The popularity of utility measures in the early years is not sur-
prising since users were charged to use many operational IR services.
Utility and cost functions have always been an important part of the
evaluation of library and information services (e.g., [239]). Even though
people are still charged to access databases and view the full-text of
articles, this cost is usually incurred by the user’s institution, thus the
price of information services are often out of users’ awareness, despite
continuing to be an important issue for institutions. Furthermore, since
so much information is freely available online these types of measures
are arguably less relevant to the individual user. It is likely the case
that when using IIR systems, most users are not thinking about the
costs associated with the service or information, at least not in terms
of monetary values.

Recently, Lopatovska and Mokros [183] investigated willingness to
pay and experienced utility as potential measures of the affective value
of a set of nine Web documents. While the results are limited given the
small number of documents evaluated, subjects’ responses seemed to
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suggest that willingness to pay reflected the rational value of the doc-
uments for completing the task, while experienced utility reflected an
emotional, task-neutral reaction to the documents. This work suggests
that these measures may continue to have value in IIR evaluations.

10.4 Evaluative Feedback from Subjects

Much of the data elicited during an IIR study is self-report, evalua-
tive feedback from subjects. Very often researchers refer to these as
usability measures, but this is not entirely appropriate. In many cases,
researchers do not provide any conceptual or operational definitions
of usability and instead lump all self-report data together and call it
usability data. Referring to all self-report data as usability data overly-
restricts the types of questions that can be asked and does not encour-
age much thought about the nature of the data that is collected. Also, as
discussed earlier, traditional usability measures typically include objec-
tive performance measures, but in IIR, performance has been treated
as a separate category because of its importance in classic IR.

HCI research has shown that there is only a slight correlation
between objective and subjective (i.e., self-reported) performance met-
rics, and that people tend to use the high-end of the scale when eval-
uating systems (i.e., inflation) [133, 203]. Anecdotal evidence from IIR
research also suggests this, and recently researchers in IIR are start-
ing to look at this empirically [168]. Whether or not one believes that
objective and subjective measures should be correlated is a theoreti-
cal issue that has not been explored in IIR. While it can be argued
that response biases such as inflation are not so problematic as long
as relative differences can be detected, this merely sidesteps the bigger
problems of the validity and reliability of the measurement instrument.
Furthermore, in cases where a single system is being evaluated such an
argument does not hold.

10.4.1 Usability

To start, let us examine one of the most used conceptualizations
of usability. The International Organization for Standards (ISO)
[141, p. 2] defines usability as the extent “to which a product can
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be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction”. Thus, effectiveness, efficiency and satisfac-
tion are identified as the key dimensions of usability. This definition
also highlights the importance of carefully defining user and task mod-
els since it emphasizes the articulation of specified users and specified
tasks. Nielsen [202] defines usability as “a quality attribute that assesses
how easy user interfaces are to use,”2 and divides the concept into five
dimensions: learnability, efficiency, memorability, errors, and satisfac-
tion. The ISO definition is arguably the most commonly used definition
of usability and will be used in this paper. The ISO standard divides
usability into effectiveness, efficiency and satisfaction. Definitions of
these concepts are presented below.

• Effectiveness is the “accuracy and completeness with which
users achieve specified goals.” In other words, a tool is effec-
tive if it helps users accomplish particular tasks.

• Efficiency is the “resources expended in relation to the accu-
racy and completeness with which users achieve goals.” A
tool is efficient if it helps users complete their tasks with
minimum waste, expense or effort.

• Satisfaction is the “freedom from discomfort, and positive
attitudes of the user to the product”. [141, p. 2]. Satisfaction
can be understood as the fulfillment of a specified desire or
goal. It is often the case that when people discuss satisfac-
tion they speak of the contentment or gratification that users
experience when they accomplish particular goals.

To understand the range of measurement techniques that
researchers have used to study usability, Hornbæk [132] conducted
a content analysis of 180 studies published in the core HCI jour-
nals and proceedings and classified the measures using the ISO defi-
nition of usability. Hornbæk [132] found that the way in which each
of these concepts is operationalized varies according to study purpose.
One important finding was that often multiple items are used to get at

2 This definition is arguably not very good since use is the root of usability and it is used
in the definition.
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any one of these dimensions (this is common for all self-report data).
For example, instead of a single item to measure satisfaction, several
items are used to measure the construct in different ways. In general,
measurement theory suggests the use of multiple items to measure a
concept; single items are not considered reliable enough [105, 286]. The
use of multiple items allows researchers to check for response reliability,
as well as some types of validity.

10.4.1.1 Effectiveness

Hornbæk [132] found that the most common way that effectiveness has
been measured in HCI studies is according to error rate and binary task
completion. In IIR, the most common way to measure effectiveness is
using traditional performance measures, such as precision and recall
and to elicit self-report data from subjects about their perceptions of
performance. In addition to error rate and binary completion, Horn-
bæk [132] documented several other measures of effectiveness including
completeness, precision (ratio between correct information and total
information retrieved), and recall (subjects’ ability to recall informa-
tion from the interface). While precision is operationalized the way it is
in IR, recall is not. Also note that error rate, one of the most common
measures, is not used that often in IIR except perhaps for fact-finding
tasks, so there are some differences in notions of usability in HCI stud-
ies and usability in IIR evaluations. However, error rates with respect
to interaction and interface use are worth capturing in IIR evaluations.
Although many interfaces are quite simple, with more complex inter-
faces subjects may be observed making a number of errors, such as false
clicks. Quality of outcome and expert assessment were also identified
by Hornbæk; these are discussed in more detail later.

10.4.1.2 Efficiency

One of the most common ways to measure efficiency is to record the
time it takes a subject to complete a task [132]. This includes mea-
sures of overall time, as well as more precise measures which docu-
ment the amount of time subjects spend doing different things or in
different modes. These types of measures were discussed previously
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in Section 10.3 because like effectiveness, they are typically used in
IIR evaluations as measures of performance. Usage patterns are also
included in this set of measures, although in this discussion they have
been separated out as interaction measures. In addition to these mea-
sures, questionnaire items regarding efficiency and time can be created
to elicit subjects’ perceptions.

Hornbæk [132] includes task difficulty as an efficiency measure
where difficulty is typically determined by experts. While task diffi-
culty is related to time-based measures of efficiency (i.e., presumably it
takes longer to complete a difficult task), task difficulty was included in
this paper as a contextual measure since IIR researchers are typically
interested in seeing how difficulty impacts behaviors and performance.
Moreover, task is a central focus in many IIR evaluations, so it is use-
ful to separate it from efficiency since it is studied in a variety of ways
in IIR. Learning measures are also identified by Hornbæk [132]. These
measures use changes in efficiency as indicators of learning — e.g., sub-
jects becoming faster at text input over time or subjects taking less
time to complete subsequent tasks. These types of learning measures
have not been used a lot in IIR evaluation.

10.4.1.3 Satisfaction

In the traditional conceptualization of usability, effectiveness, and effi-
ciency measures are typically objective measures. The third dimen-
sion — satisfaction — attempts to gauge subjects’ feelings about
their interactions with the system. Hornbæk [132] identifies system
preference as a measure of satisfaction, although in IIR evaluations
system preference is typically treated as a separate construct and
reported alongside satisfaction rather than as an indicator of satis-
faction. Although multiple items are often used to assess satisfaction, a
general question about satisfaction (e.g., how satisfied are you with your
performance?) is also usually included as a questionnaire item. Specific
satisfaction items might be asked for each different experimental feature
of the system. Subjects’ perceptions of outcomes and interactions are
also commonly elicited. Examples include questions that ask about sat-
isfaction with retrieval results and/or with the system’s response time.
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10.4.1.4 Ease of Use, Ease of Learning, and Usefulness

There are many other types of constructs that researchers try to mea-
sure in IIR evaluations that are related to usability. These include ease
of use, ease of learning, and usefulness. Ease of use is considered by
some as an indicator of satisfaction, but it can also be defined as the
amount of effort which subjects expend executing and/or accomplish-
ing particular tasks. Ease of use is closely related to efficiency: if a tool
is not easy to use, then it is likely to result in inefficient use.

Ease of learning is related to the amount of effort subjects expend
learning to use a system. Ease of learning items typically attempt to
answer questions about how hard a system is to learn to use. A system
may be effective and efficient, but if it is intended to have a human user
and that user cannot learn to use it because it is too complex, then the
system may not be successful.

Finally, usefulness is related to whether a tool is appropriate to
the tasks and needs of the target users. The tool may be effective and
efficient, but if users have no use for it, then it has little impact.

10.4.1.5 Available Instruments for Measuring Usability

There are several instruments that have been developed to measure
usability. Each of these instruments has undergone different amounts
of testing with regard to validity and reliability. Some of these instru-
ments cost money while others do not. Some of these instruments are
appropriate to IIR, but most contain a lot of items that do not make
sense in the IIR evaluation context. Many of these questionnaires were
developed in industry (and many are industry standards), but most
questions are too general to provide enough detailed information about
the IIR situation.

One of the most well-known instruments for measuring satisfac-
tion is the Questionnaire for User Interface Satisfaction (QUIS) [53],
which elicits evaluations of several aspects of the interface using a
10-point scale, including the subject’s overall reactions to the soft-
ware, the screen, the terminology and system information, and learn-
ing and system capabilities. The USE questionnaire [188] evaluates
four dimensions of usability: usefulness, ease of use, ease of learning,
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and satisfaction. Each dimension is assessed with a number of items
which subjects respond to with a seven-point scale. Another commonly
noted usability questionnaire is SUMI (Software Usability Measure-
ment Inventory) [256]. SUMI consists of 50 items and provides subjects
with three coarse responses: agree, do not know and disagree. Wilde-
muth et al. [295] used several validated usability measures in a TREC
VID interactive project including Davis’ [69] measures of perceived use-
fulness, ease of use and acceptance. Davis’ work is from the manage-
ment information systems (MIS) research, which has more examples of
validated usability measures for information system evaluation.

10.4.2 Preference

In studies of two or more systems with a within-subjects design, it is
common to collect preference information from subjects. This is per-
haps one of the most basic types of data that can be collected, but
often provides the clearest indication of subjects’ attitudes about sys-
tems. Typically at least one open-ended follow-up question is asked to
obtain more insight into subjects’ preferences. Although not as com-
mon, preference data can also be elicited about individual aspects of
the systems as well, such as method of display. Thomas and Hawking
[270] propose an evaluation method that is based on preference. In
this method, subjects are presented with a split screen each displaying
search results from two different search engines. Subjects are asked to
make holistic evaluations, basing their preferences on entire lists rather
than individual documents.

10.4.3 Mental Effort and Cognitive Load

Mental effort is a construct that has been used as an indicator of
efficiency, although the construct itself is quite complex [117]. This
construct has been extensively investigated by those who study
human computer interaction in the areas of control systems and
airplane cockpits. Jex [151, p. 11] proposes the following definition
of mental workload, “mental workload is the operator’s evaluation of
the attentional load margin (between their motivated capacity and
the current task demands) while achieving adequate task performance
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in a mission-relevant context”. Hart and Staveland [122, p. 140], who
developed the NASA-Task Load Index (NASA-TLX), define workload
as “the cost incurred by a human operator to achieve a particular
level of performance”. Hart and Staveland [122, p. 140] go on to state
that workload is “not an inherent property, but rather emerges from
the interaction between the requirements of a task, the circumstances
under which it is performed and the skills, behaviors and perceptions
of the operator”.

The NASA-TLX consists of six component scales, which are
weighted to reflect their contribution to the workload according to
the subject. These six scales are then averaged to produce an over-
all measure. The six factors that comprise the NASA-TLX are: mental
demand, physical demand, temporal demand, performance, frustration
and effort. A separate instrument is used for the weighting. This instru-
ment elicits rankings of the relative importance of the six factors. This
includes all possible pair-wise comparisons of the six factors. The num-
ber of times that a factor is rated as more important during the pair-
wise comparisons indicates the relative importance of the factor. The
NASA-TLX has been used in a few IIR evaluations. Most recently
Kelly et al. [168] used this instrument to evaluate interactive question–
answering systems and found that while it provided a good indication
of mental effort for individual systems, it was hard to compare systems
since the TLX is designed to distinguish among tasks, not systems.

In many traditional studies of mental workload a common method is
to ask subjects to complete auxiliary tasks in addition to the primary
task [151]. By manipulating the amount of cognitive load a person
experiences with the auxiliary task and observing user performance,
the belief is that it is possible to get an idea of what parts of the pri-
mary task are the most demanding, or alternatively, the most engag-
ing. As the difficulty of the primary task increases or as the subject’s
engagement with the task increases, their performance on the auxil-
iary task should decrease because there are fewer cognitive resources
available. Dennis et al. [72] employed the dual task technique in their
study of interactive Web search. Dennis et al. [72] identified a number
of possible auxiliary tasks and decided on a digit-monitoring task. The
researchers found mixed results with respect to the usefulness of the
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dual monitoring task, but the work is interesting in that it was one of
the first uses of this technique in IIR. However, it is important to note
that it is not always clear what differences in user behavior mean in
these types of studies — increased effort on a task might mean the task
is more difficult or that the user is more engaged. What can be said is
that some tasks consume more attention that others and this can be
good or bad.

10.4.4 Flow and Engagement

Although flow and engagement have not been used a lot in IIR research,
they suggest additional ways that IIR systems and users’ experiences
can be evaluated. The notion of flow was proposed by Csikszentmi-
halyi [63] and is defined as a “mental state of operation in which a
person is fully immersed in what he she is doing, characterized by a
feeling of energized focus, full involvement, and success in the process of
the activity.” Csikszentmihalyi [63] identified five characteristics of the
experience of flow and Csikszentmihalyi and Larson [64] presented an
instrument and method for measuring flow in everyday life. Bederson
[18] related flow to human–computer interaction and system evaluation.
Pilke [213] conducted interviews to see if flow experiences occurred dur-
ing IT use, while Chen et al. [52] looked at flow in the context of Web
interactions. Ghani et al. [107] developed four seven-point semantic
differential items to measure flow in human–computer interaction sce-
narios and further explored its relationship to task characteristics [106].

Engagement is a relatively new concept that has not yet been used
to evaluate users’ experiences with IIR systems. O’Brien and Toms
[205, p. 949] define engagement as, “a quality of user experiences with
technology that is characterized by challenge, aesthetic and sensory
appeal, feedback, novelty, interactivity, perceived control and time,
awareness, motivation, and interest and affect”. Thus, engagement is
a multi-faceted construct that encompasses many characteristics of a
user’s experience. O’Brien and Toms describe how the theory of engage-
ment shares some attributes with flow, aesthetic, play and information
interaction theories, but state that it is fundamentally different from
these theories. O’Brien and Toms [205] provide a conceptual framework
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for defining user engagement and have also developed a procedure for
measuring user engagement [206].

10.4.5 Subjective Duration Assessment

As described earlier, subjects often exhibit a number of response biases
when responding to self-report measures which can make it difficult to
obtain valid and reliable data. Motivated by the finding that subjective
and objective performance measures are often uncorrelated and a belief
that this indicates a potential problem with the validity of self-report
measures, Czerwinski et al. [65] explore the use of time estimation as
a way to obtain an indirect measure of task difficulty from subjects.
Czerwinski et al. [65] call this method of estimation subjective duration
assessment and propose a measure called relative subjective duration.
After completing tasks in Czerwinski et al.’s [65] study, subjects were
asked to estimate the length of time it took them to complete tasks.
This estimation was then compared to the actual length of time it took
them. Czerwinski et al. [65] found that subjects underestimated times
associated with tasks with high success rates and overestimated times
associated with tasks with low success rates. Relative subjective dura-
tion provides an alternative method to elicit estimations of subjects’
perceptions of task difficulty. While this only represents one such mea-
sure, it suggests a possible useful approach to discovering other indirect
ways of assessing subjects’ experiences with IIR systems.

10.4.6 Learning and Cognitive Transformation

As described earlier, IIR is typically not a goal unto itself, but is often
done in support of some larger goal or task. One goal of most IIR sys-
tems that is implied rather than explicitly stated is that the system
will help users learn about a particular topic. This, of course, is accom-
plished through retrieving, reading and evaluating documents. How-
ever, measuring the extent to which learning has taken place is difficult
because it would require the establishment of some baseline measure
of how much a subject knows about a topic and a post-test measure
to determine how much they have learned. One example study that
attempted to do this is Hersh et al. [130]. Developing some standardized
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instrument to evaluate how much a person knows is not easy and each
different topic might require a different assessment technique.

Collecting assessments of interaction outcomes (e.g., a paper) is
another approach to gauging the extent to which a system helped a
person learn about a topic or accomplish a goal. This is not technically
a self-report measure, but such assessments are usually generated by
experts or other subjects who use standardized instruments to make
assessments. As noted earlier, example studies that have attempted
to assess final products include Egan et al. [83], Kelly et al. [166],
Marchionini and Crane [192] and Vakkari [280].



11
Data Analysis

This section focuses primarily on quantitative data analysis, since much
of the data collected in IIR evaluations is quantitative in nature. Some
of the data collection techniques described above yield qualitative data,
so qualitative data analysis will be presented briefly. This brevity is
not meant to indicate that qualitative data analysis is easier or less
important, but rather that there just is not enough space to provide a
detailed exploration of this topic.

11.1 Qualitative Data Analysis

While there are numerous approaches that one might take in doing
qualitative research — many of which differ epistemologically and
philosophically (see, for instance, [142]) — this article focuses on two
of the more common approaches to qualitative data analysis, content
analysis and open coding. Since interviews only form a small part of
traditional IIR evaluations, the two techniques described below should
provide adequate background for analyzing this type of data. Those
interested in reading more about different qualitative research tradi-
tions and analysis techniques are referred to Miles and Huberman [195],

126
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Denzin and Lincoln [73], Charmaz [50] and Glaser and Strauss [108].
References from the information science literature include Bradley [40],
Dervin [74] and Fidel [91].

The goal of most qualitative data analyses that are conducted in IIR
is to reduce the qualitative responses into a set of categories or themes
that can be used to characterize and summarize responses. Perhaps the
most important message that can be communicated about qualitative
data analysis is that it is not as easy as it seems. In general, reports of
qualitative data analyses in IIR are weak and usually inadequate. One
reason for this is that those unfamiliar with qualitative data analysis
often do not bother to report important details about how the data
were collected and analyzed. For instance, consider the following three
scenarios:

(1) A researcher records and transcribes an interview. Analysis
is based on the transcriptions.

(2) A researcher records an interview, but does not transcribe
it. Instead the researcher listens to the recordings once and
takes notes. Analysis is based on these notes.

(3) A researcher does not record the interview, but takes notes
during the interview. Analysis is based on these notes.

All things being equal, the quality of the data the researcher captures
as well as the researcher’s interpretations of this data in each of these
scenarios is likely to vary. In Scenario 1, the recording and transcription
processes will result in the most faithful record of what occurred during
the interview. Thus, analysis based on this data will likely be better
than if these steps were not taken. In Scenario 2, an accurate recording
of what occurred during the interview exists, but there is no guarantee
that the researcher has done a good job noting what occurred, which of
course, has implications for the validity of the subsequent analysis. In
Scenario 3, the representation of what occurred will be limited to what
the researcher can physically record and also to what the researcher
thinks is important to record at the time of the interview. The selec-
tiveness of this process will be reflected in the analysis. It is also the
case that one’s ability to conduct a good interview will be compromised
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since one is engaged in both interviewing and note taking. The point
of this example is not to say that all interviews should be recorded and
transcribed, but rather to point out the potential differences of each
method and illustrate the importance of reporting the method in its
entirety even if it seems trivial.

Another reason that reports of qualitative data analysis are typ-
ically weak in IIR is because researchers often do not make appro-
priate distinctions among different analysis techniques. For instance,
it is common for researchers to use the term content analysis as a
synonym for qualitative data analysis. Researchers use this word in a
generic sense — there is content and it needs to be analyzed — but
content analysis actually represents a very specific data analysis tech-
nique. While content analysis and qualitative analysis have some things
in common, they represent two very different approaches to analyzing
textual data.

Content analysis is most often used to analyze recorded communi-
cation — books, films, email messages, Web pages, and advertisements.
At its inception, it was intended as a quantitative method, although
there are now a number of variations, interpretations and uses of con-
tent analysis [201]. Content analysis was originally executed in much
the same way that IR is executed — by counting the occurrences of
words and other features. Traditional content analysis starts with a
somewhat well-defined and structured classification scheme, including
categories and classification rules. The categories are usually mapped
to variables. For example, if one were analyzing a set of transcripts for
mentions of the concept of relevance, then one might use a pre-defined
vocabulary as indicators of this concept. Before the analysis can start,
the researcher creates a codebook that links together the concepts of
interest, the categories that represent them and the classification rules.
The coding process is more structured and deductive than what it is
in qualitative data analysis.

Most researchers in IIR engage in a less structured form of data
analysis when analyzing qualitative data. The goal is still data reduc-
tion, but the process differs from content analysis in several keys ways.
The codes and categories are usually developed inductively during the
analysis process as the researcher analyzes the data. This process is
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referred to as open-coding [193]. Strauss and Corbin [253, p. 62] charac-
terize open coding as, “the part of analysis that pertains specifically to
the naming and categorizing of phenomena through close examination
of data . . . during open-coding the data are broken down into discrete
parts, closely examined, and compared for similarities and differences”.
Codes are suggested by the researcher’s examination and questioning of
the data. This process is iterative; when new codes are added previously
categorized data are reviewed to see whether they need to be reclas-
sified. Coding ceases when saturation has been reached and all rele-
vant utterances have been classified. While researchers typically develop
rough heuristics for classifying data into different categories, these are
not as well-formed as those in content analysis, which has implications
for reliability. With content analysis, some type of inter-coder reliability
should be performed to ensure that items have been coded consistently.
With open-coding, this step is not always required, expected or pos-
sible, although it is assumed that the researcher is analyzing the data
consistently and faithfully.

The two approaches discussed in this section are not the only
approaches to analyzing qualitative data. In some ways they repre-
sent two ends of a continuum. On one end is content analysis, which
is highly structured and emphasizes reliability, and on the other end
is open-coding, which is more fluid and emphasizes flexibility. Both of
these approaches, as well as all the ones in between, can be used to
analyze qualitative data in IIR evaluations.

11.2 Quantitative Data Analysis

Quantitative data analysis is a large and complex topic. In this sec-
tion, basic statistical tests are presented which are used in the common
IIR evaluation model where a researcher is comparing two or more
systems or interfaces (independent variable) using a set of outcome
measures (dependent variables) that are categorical or continuous in
nature. Reading this section will not make anyone an expert, but it
will help readers distinguish among different types of statistics, select
appropriate statistical tests and understand how some statistics are
computed. The following books were consulted during the writing of
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this material: Cohen [56], Gravetter and Wallnau [110], Myers and Well
[200] and Williams [296].

A statistic is an estimate of an unknown value in the population;
these unknown values are known as parameters. Statistics are derived
from samples and provide estimates of the values of unknown param-
eters in the population. Descriptive statistics characterize variables;
most notably these statistics describe central tendency and variation.
Descriptive statistics are the basic inputs of inferential statistics. Infer-
ential statistics are used to compare the relationship among two or more
variables and to test hypotheses. Inferential statistics allow one to make
inferences about population parameters based on sample statistics.

Inferential statistical tests are often performed in order to deter-
mine whether null hypotheses can be rejected and significant (or sta-
tistically reliable) relationships exist among variables. The word sig-
nificant in the context of statistics has a specific meaning; significant
is used to describe situations where particular probability values are
observed. Thus, significant should not be used as a synonym for large
or important when presenting and discussing results. If it is claimed
in a research report that a significant relationship was observed, then
one should be prepared to present the statistical tests supporting this
claim.

The inferential statistics reported in this paper are commonly used
in IIR evaluations. In particular, the focus is on tests that are used
in evaluations to compare two or more systems among a set of out-
come measures. The statistics reported in this section also focus on
parametric statistics rather than non-parametric statistics. Parametric
statistical tests assume that the variables that are being examined are
normally distributed in the population (this will be discussed in more
detail later). When it is assumed that the variable is not distributed
normally in the population, then non-parametric tests can be used.
Non-parametric tests use different descriptive statistics in their com-
putation than their parametric counterparts. For instance, two medi-
ans might be compared instead of two means. When appropriate, an
equivalent non-parametric test is suggested for each parametric test.

The research scenario in Figure 11.1 is provided to facilitate the
presentation of material in this section. This scenario is modeled after
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A researcher has developed two experimental IR systems and would like to test them
against one another and a baseline. These three systems will be called System A (the
baseline), System B and System C (note that system type functions as one variable,
with three levels). Subjects are given six search tasks to complete which ask them to
find documents that are relevant to pre-determined topics. Each subject completes two
searches on each system (a within subjects design).

The researcher is interested in comparing the three systems using the measures listed
below. These measures are organized according to the instrument used to collect the data.

Demographic Questionnaire
Sex of Subject [Male or Female]

Pre-Task Questionnaire
How familiar are you with this topic? [5-point scale, where 1= know nothing
about the topic and 5=know details]

Post-System Questionnaire
Usability [5-point scale, where 1=strongly disagree and 5=strongly agree]: It was
easy to find relevant documents with the system.

Exit questionnaire
Preference: Which system did you prefer? [System A, B or C]

System Logs
Performance

• Average session-based nDCG
Interaction

• Number of queries issued
• Query length

Fig. 11.1 IIR Research Scenario.

the archetypical IIR evaluation and compares three systems.1 How-
ever, it should not be used as a self-contained model since it only rep-
resents sample variables and is necessarily incomplete. The different
variables have been purposely selected to illustrate the statistics that
are discussed.

11.2.1 Descriptive Statistics

The first step in analyzing data is to examine the frequency distribu-
tions of each variable. This is useful for identifying outliers and anoma-
lies, and human errors that may have been made during the process of
building the data files. It is also useful because it helps one understand
the appropriateness of different types of statistics since this depends in

1System is used in a generic sense. A researcher may also be comparing two interfaces or
interaction techniques.
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part on the distributions. Frequency distributions present the number
of observations of each possible value for a variable. For example, the
frequency distribution for the familiarity variable will show how many
times each of the five-points was used by subjects.

Six of the most common types of distributions are shown in
Figure 11.2. These are the (a) normal distribution (also known as
the bell-shaped curve and Gaussian distribution); (b) peaked distri-
bution; (c) flat distribution; (d) negative skew; (e) positive skew; and
(f) bimodal distribution. These curves represent general, theoretical
shapes. The normal, peaked, flat and bimodal distributions are sym-
metrical and the negative and positive skews asymmetrical. While the
distributions of some real data will match these shapes nearly perfectly,
most distributions only approximate them.

There are two main measures for describing a curve’s shape: skew
and kurtosis. For each measure, a value of zero represents a normal
curve. The skew measures can be best illustrated with the negative and
positive skewed distributions. The skew measure will move in a negative
direction when the distribution approximates a negative skew and pos-
itive direction when it approximates a positive skew. Kurtosis can be
illustrated with the peaked and flat distributions. The kurtosis measure
will move in a negative direction when the distribution approximates

(a) Normal 

(b) Peaked 

(c) Flat 

(d) Negative Skew 

(e) Positive Skew 

(f) Biomodal 

Fig. 11.2 Example distributions.
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the flat curve (platykurtic) and a positive direction when it approaches
the peaked curve (leptokurtic). A normal curve, which has a kurtosis of
zero is said to be mesokurtic. These measures can be particularly use-
ful when one is transforming or re-classifying data. For instance, if one
decides to transform data collected using a seven-point measure into a
three-point measure and is interested in having roughly equal numbers
of observations for each point, then the kurtosis measure can be used
to identify which of the candidate divisions of the seven-point measure
results in the flattest distribution. Variables that are skewed can also
be subjected to mathematical transformation in order to decrease the
differences between points. For instance, a logarithm transformation
can be performed (if appropriate) to minimize the differences between
scores. We will discuss these distributions in more detail below, but
first let us review some other descriptive statistics.

11.2.1.1 Measures of Central Tendency

There are two major classes of descriptive statistics: measures of cen-
tral tendency and measures of dispersion. These statistics are useful
for describing distributions so that the entire frequency curve does not
have to be presented. Measures of central tendency describe how obser-
vations (or scores) cluster around the center of the distribution. There
are three basic measures: mean, median, and mode. The definitions of
each are provided below (Table 11.1). To illustrate these measures, let
us assume that we have data from five subjects, each of whom sub-
mitted the following number of queries: 2, 1, 3, 5, and 1. The central
tendency measures for this sample are: Mean = 2.4, Median = 2 and
Mode = 1.

For the normal curve these measures are equal, but in distributions
of different shapes the measures are not equal and can give misleading

Table 11.1 Measures of central tendency: mean, median and mode.

Central Tendency
Mean The sum of the scores in a distribution divided by the total number of

scores. X =
∑

X
n

Median The score that falls in the middle of the distribution.
Mode The score that occurs the most frequently.
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representations if used to describe the data. For a distribution that is
positively skewed, the mean will represent a value that is higher than
most other scores, especially the most common ones. The mean will also
be greater than the median. For a distribution that is negatively skewed,
the mean will represent a value that is lower than most other scores and
will be slightly less than the median. In a bimodal distribution, there
are two modes. The mean and median will be near the ebb where the
two modes (or humps) come together. The mean, median, and mode
are approximately equal in peaked and flat distributions.

Some measures are more or less appropriate for describing different
variables given the level of measurement. For instance, it does not make
sense to report the mean sex of subjects since sex is a nominal variable.
Even though the researcher will probably assign numeric values to the
two levels of sex to facilitate analysis, these serve no other function
than assisting with computing frequencies. Thus, for nominal variables,
the most appropriate measure of central tendency is the mode. One
should also exercise caution when reporting the mean of an ordinal
level variable when it represents categories.

11.2.1.2 Measures of Dispersion

While measures of central tendency describe where scores cluster in a
distribution, measures of dispersion describe how scattered scores are
about the center or how scores deviate from the mean. There are three
basic measures of dispersion: range, variance, and standard deviation.
Definitions of each are provided below (Table 11.2). Variance and the
standard deviation are very similar. The major difference is that the
standard deviation is smaller (since it is the square root of the variance).
The dispersion measures for our sample data are: range = 4, variance =
2.80, and standard deviation = 1.67.

An earlier distinction was made between formulas for samples and
for populations. In the formula for computing variance, if a popula-
tion was studied instead of a sample, the denominator would be N

instead of n − 1 (note that the capital N is used to indicate the size
of the population, while the lower case n is used to indicate the size
of the sample). There are different ways to note values that describe
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Table 11.2 Measures of dispersion: range, variance, and standard deviation.

Measures of Dispersion
Range The difference between the maximum and

minimum scores in a distribution.
Maxx − Minx

Variance The mean of the squared deviation scores. To
compute the variance, first compute the mean
for a set of numbers and then subtract each
individual score from this mean. Square these
values and then sum. This value is called sum
of squares. Next, divide the sum of squares by
the total number of scores minus 1(n − 1).

∑
(X−X)2
n−1

Standard Deviation The square root of the variance.

√
∑

(X−X)
n−1

2

Table 11.3 Notations for descriptive measures of populations and samples.

Population Sample

Mean µ X
Variance σ2 s2

Standard deviation σ s
Number of observations N n

populations (parameters) and values that describe samples (statistics).
This notation is provided in Table 11.3.

Subtracting 1 from the sample size is common in many formulas.
It can be thought of as a penalty to ensure that the sample values are
unbiased estimators of the population values. This is related to degrees
of freedom. Degrees of freedom is the extent to which scores in a sample
are free to vary. In our example set of query scores, the mean number
of queries is 2.4 and the sum of all the values is 12. Degrees of freedom
do not change this summative value (whatever it might be), but say
something about how much freedom individual scores have to vary and
still yield the same sum. That is, in order to arrive at the same sum
of scores, each of the individual scores can vary so long as the value of
one score is fixed. Any number of scores can be added and yield the
value of 12, but one score will have to be reserved to maintain this.
For instance, the 1st–4th query scores could be 2, 4, 4, and 1, which
would add to 11. This is would mean that in order to maintain a sum
of 12, the 5th score would have to be 1. Thus, given a particular sum
of values, the values of all of the scores except one can vary. Degrees
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Fig. 11.3 The normal curve and its properties with respect to distribution of data.

of freedom indicate how many scores can vary and how many have to
stay fixed.

The curve shown in Figure 11.3 is useful for illustrating dispersion
and particularly, the standard deviation. The normal curve has special
properties that allow one to make statements about how scores fall
around the mean with respect to different units of the standard devia-
tion. These properties are displayed on the normal curve in Figure 11.3.
In normal distributions, approximately 68% of all scores fall within
+/−1 standard deviation of the mean, 95% fall within +/−2 stan-
dard deviations and 99% fall within +/−3 standard deviations of the
mean. For any item that is normally distributed in the population, these
characteristics will hold. Thus, knowledge that the variable of interest
is distributed normally within the population and knowledge of the
mean and standard deviation of the sample allows one to understand
the distribution of all scores.

Let us consider an example. Imagine if a researcher found that
the mean score for the usability measure listed above was 3.5. This
value provides an indication of the average value subjects marked for
this question. Now imagine that the standard deviation was 0.25. This
would indicate that the scores were fairly similar to one another; that
is, that about 68% of the scores were between 3.25 and 3.75. Now imag-
ine that the standard deviation was 2.0; this value would indicate that
scores were fairly different from one another and that subjects used a
range of values. The same number of scores (68%) would fall between
the values of 1.5 and 5.5. For variables that are normally distributed
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in the population, the mean and standard deviation allows one to form
a basic understanding of the data. Thus, when reporting measures of
central tendency some measure of dispersion should be reported. Each
statistic provides an important and different characterization of the
data. Reporting a measure of central tendency such as the mean with-
out reporting a measure of dispersion can give misleading results.

Measures of dispersion describe the distribution of scores about the
central tendency. If the standard deviation is large relative to the mean,
then scores will be more varied. If the standard deviation is small rel-
ative to the mean, then scores will be more alike. This can be easily
illustrated with the peaked and flat distribution in Figure 11.3. In a
peaked distribution, scores are stacked and tightly clustered around the
mean and as a result the standard deviation is small in relation to the
mean. In a flat distribution, scores do not cluster and are spread evenly
across a range of values; as a result, the standard deviation is large in
relation to the mean.

One of the most common concerns that researchers have when
preparing to conduct data analysis is that the distributions of their
data are not normal. This is not unusual, since sample sizes are typ-
ically quite small and probability sampling techniques are not used.
Since researchers are usually working from small samples, it is unlikely
that the variable in their sample will be normally distributed. Consider
the following illustration of this point. Two-hundred researchers across
the world decide to collect data about the same variable in the same
way. Each researcher can create an individual distribution curve from
the data they have collected (a sample distribution). Each of these
distributions is likely to vary, but when they are put together they
should form a normal distribution (if the variable is in fact normally
distributed in the population). By themselves, each of the 200 sample
distributions may look strange, but many will be very similar — these
distributions will form the hump of the normal curve. Many will be
unique and differ from most others — these distributions will form the
tails of the normal curve. Thus, depending on the sample distribution,
one’s sample data may or may not reflect a normal distribution. How-
ever, the requirement is that the data is distributed normally in the
population.
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11.2.1.3 z-scores

A common way to standardize and compare scores across a range of
distributions is to create z-scores. Raw scores are transformed relative
to the mean of the scores, so that the mean is set to the value zero on
the normal curve in Figure 11.3. A z-score describes the exact location
of a score within a distribution: the sign of the score (− or +) indicates
if the score is above or below the mean and the magnitude of the score
indicates how much the score is above or below the mean. The formula
for transforming raw scores into z-scores is

z =
X − µ

σ

where X is the raw score, µ is the mean of the all of the scores, and σ is
the standard deviation. It is important to point out that in this formula
population parameters are used for the mean and standard deviation
(notice the use of µ and σ). The value produced by the formula situates
the individual score relative to the mean and states how many stan-
dard deviations the raw score is from the mean and in which direction.
The numerator in the equation is known as the deviation score; these
values are used in a number of inferential statistical tests and will be
re-visited.

Because z-scores rest on an assumption of normality, information
about the likelihood of any particular score occurring in a population
is available. Specifically, it is possible to indicate the probability of
obtaining a score that is higher or lower than a particular target score.
As described earlier, the normal distribution is symmetrical and has
certain properties with respect to how scores are distributed about the
mean. The most basic statement that can be made is that the chance
of observing a score above the mean is 50% and the chance of observing
a score below is mean is also 50%. Note that the z-score for a mean is
equal to zero. The chance of observing a raw score that is greater than
a z-score of +1 is about 16/100 since only about 16% of all scores are in
this part of the curve. The chance of observing a raw score below this z-
score is about 84/100. Thus, z-scores can be used to reason about the
likelihood of observing particular scores by turning percentages into
proportions. In this example, the z-score is an integer which can be
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used easily with the normal distribution to find probability values for
observing particular scores. In cases where the z-score is not an integer,
the unit normal table can be used [27]. Portions of this table are shown
below in Table 11.4.

Reasoning about the likelihood or probability of some event occur-
ring is the basis of statistical inference. In the table above, the prob-
ability of observing a z-score of 1.65 is less than 0.05. The reader
may be familiar with seeing probability values of 0.05 and 0.01 used
in conjunction with statistical tests. These values refer to particular
areas of the normal curve and the likelihood that some observed sam-
ple mean will fall in this area. The z-score formula in the preceding
paragraph assumes that the researcher has knowledge of two popula-
tion parameters — the mean and standard deviation. Of course, this
is rarely the case in any study, especially IIR evaluations. In the next
section, we will examine several examples that allow us to move from
knowing some information about the population to not knowing any.
This will allow us to look closely at some important statistical con-
cepts, in particular those that try to account for discrepancies between
sample statistics and population parameters.

Sampling error is the amount of error between a sample statis-
tic and its corresponding population parameter. Thus, when com-
puting inferential statistics one must somehow account for the error
introduced by studying a sample instead of the entire population.
As described previously, it is not always the case that a researcher’s
sample data will be distributed normally. However, an assumption is
made that if many researchers collected many different samples from
the same population, then the distribution of means for all the sam-
ples together will be normally distributed. That is, most researchers
will find similar means; these will pile-up and form the hump on the
normal curve. Some researchers will find means that vary different
distances from the common mean; these values form the tails of the
curve.

These ideas form the basis of the central limit theorem, which is at
the core of most inferential statistical tests. This theorem states that
the distribution of sample means will approach a normal distribution
displaying the real mean and standard deviation of the population as
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n (the number of samples) approaches infinity. The basic idea behind
this theorem is that as n gets larger, the distribution of sample means
more closely approximates the normal curve — as a result the error
between the sample and population means decreases. In the section
on sampling, the relationship between sample size and power was dis-
cussed. This is embodied in the law of large numbers: larger samples
will more representative of the population from which they are selected
than smaller samples.

11.2.2 Inferential Statistics

As mentioned above, inferential statistics allow one to make inferences
about population parameters based on sample statistics. Inferential
statistics are most often used to test relationships between two or more
variables and evaluate hypotheses. While it is possible to test the dif-
ference between a known population parameter and a single variable,
it is rarely the case that the population parameter is known. Although
uncommon, researchers who perform inferential statistics are meant to
select appropriate tests during the design phase of a study. Thus, infer-
ential statistics can be viewed as research tools about which researchers
make choices, just as other instruments. Furthermore, the choice of
which test to use is determined in part by variable data types (levels
of measurement), so considering these things simultaneously will likely
lead to better design choices.

11.2.2.1 z-statistic

Similarly to how one uses z-scores to reason about individual scores,
one can also use z-scores to reason about the likelihood of observ-
ing particular sample means. The z-score formula changes slightly
since we are dealing with sample means instead of individual raw
scores. The z-score formula for reasoning about the likelihood of sample
means is

z =
X − µ

σX
where σX =

√
σ2

n
.
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The numerator in this formula is virtually the same: it is the difference
between the real and observed means. The denominator is a bit differ-
ent and is known as the standard error. Instead of being equal to the
standard deviation of the population, it is defined as the square-root of
the population standard deviation squared divided by the sample size.
Basically, the standard error is a measure of the difference that would
be expected to occur by chance between the sample mean and the pop-
ulation mean. This value is clearly a function of the size of sample size:
when the sample size increases the standard error gets smaller and the
sample mean tends to more closely approximate the population mean.

Although the z-score formula of sample means still assumes that
the researcher has knowledge of the population mean and standard
deviation, it can be used in special cases for hypotheses testing when
this information is available. There are not any apparent situations in
IIR where this might be possible, so an example from education will
be provided. The point of providing such an example is to segue from
z-scores to test statistics. In fact, in this situation it is more appropriate
to refer to the z-score as a z-statistic (similar to the t- and F -statistics
for the t-test and ANOVA, respectively), since it is used for hypotheses
testing using sample data.

Suppose a researcher has created a two-week program that is meant
to educate a person about information literacy (IL). The researcher
hypothesizes that this program will have an effect on IL. The null
hypothesis is that the program has no effect, or stated another way
that there is no relationship between the program and IL. Information
literacy (IL) will be measured using a nationally standardized test. It
is known from national results that scores on this test are normally dis-
tributed and that the average IL score is 70 (µ = 70) with a standard
deviation of nine (σ = 9). Suppose the researcher enrolls 16 people in
the study (n = 16). After the program these people complete the IL
test and score a mean of 74.

To evaluate whether the difference between the average IL score
of study subjects is statistically different from the average IL score of
the population, a z-statistic can be computed to determine the prob-
ability of the sample IL score occurring in the population. Before this
statistic is computed, the researcher must determine the boundary that
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separates the high-probability samples from the low-probability sam-
ples. This boundary is known as the alpha level and by convention is
typically set to 0.05, although in medical research this value is often
smaller (0.01 or even 0.001). This value should be recognizable to many
readers as the probability value (p-value) that is typically reported
alongside statistical results. This value will separate the most unlikely
of the sample means (from our imaginary distribution of means) from
the more common ones (95% of them).

The extremely unlikely values defined by the alpha level make up
what is called the critical region of the curve — basically this area is at
the extreme ends of the normal curve. Because the researcher did not
state a directional hypothesis, but just stated that there would be an
effect, the 0.05 must be split evenly so that half of the critical region
(0.025) is at the low-end of the curve and the other half is at the high-
end of the curve. This is known as a two-tailed test — the experimental
educational program can have either a positive or negative effect on IL
scores; the sample mean may be found in the extreme left (low) or right
(high) tails of the curve. As stated earlier, the researcher’s hypothesis
was non-directional — that is, it did not state whether this program
would have a positive or negative effect, so a two-tailed test is most
appropriate. The alternative is a one-tailed or directional hypothesis
test where the researcher states that the impact of the experimental
treatment (i.e., the education program) will have a positive (or neg-
ative) effect on IL scores. For one-tailed tests, the critical region is
contained within one area of the curve, either the extreme right (for
positive effects) or the extreme left (for negative effects), and the 0.05
is concentrated in one end or the other (it is not split) thus making the
critical region larger.

Essentially, the value that is being tested in a statistical test is
the difference between the population mean and the sample mean (in
other statistical tests it is the difference between two or more sample
means). Assuming a constant alpha level, it is easier to achieve statis-
tical significance with a one-tailed test, since the larger, concentrated
critical region accommodates a larger number of values. The necessary
minimum difference between means to make it into the critical region
will be smaller, and thus, more easily achievable, with a one-tailed test
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than with a two-tailed test (although one could adjust the alpha level
for one-tailed tests). In many IIR evaluations, researchers are able to
make directional hypotheses. However, the standard practice is to use
two-tailed tests2 with an alpha level of 0.05, which is basically equiv-
alent to a one-tailed directional test with an alpha level of 0.025. This
is not particular to IIR; in most behavioral sciences two-tailed tests
are normally used even when directional hypotheses are stated because
the risk of rejecting a null hypothesis that is actually true3 is too great
with one-tailed tests. Since a two-tailed test requires stronger evidence
to reject a null hypothesis it provides more convincing results that the
null should be rejected. All tests discussed in this paper will assume
two-tailed tests.

Let us get back to the example of the educational researcher. First,
we would consult the unit normal table to determine the critical region
of the curve for p = 0.05. The critical value separating the uncritical
region from the critical region of the curve is displayed in the portion
of the unit normal table in Table 11.4. We see that z-scores that are
greater than or equal to 1.65 are in the portion of the tail that corre-
sponds to an alpha value of 0.05. The z-statistic for our example data
is 1.77, so we can reject the null hypothesis since the probability that
a z-score of 1.77 came from the population distribution is less than
5/100.

When conducting hypotheses tests, there are two important types
of errors that can occur, Type I and Type II. A Type I error occurs when
a researcher erroneously rejects the null hypothesis. Type I errors can
occur because of the researcher’s actions — e.g., blatantly ignoring
test results or setting the alpha value too low — but the more common
source of Type I errors are anomalous results. In these cases, results
are found to be statistically significant with a standard alpha value
of 0.05, but there is something peculiar about the sample or testing
method that caused the results. In the IL example above, it may have
been that all of the members of the sample were just smarter than
average, which would explain why they scored higher. The alpha level

2 This is the default in most statistics packages.
3 This is known as a Type I error.
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actually determines the probability that a statistical test will lead to a
Type I error. For instance, an alpha level of 0.05 means that there is
a 5% chance that the data obtained in the study was a result of some
anomalous condition. In other words, if the study were done 100 times,
the same results are expected 95 of those times.

While the risk of a Type I error is actually quite small for sin-
gle hypothesis tests, when researchers conduct multiple independent
hypotheses tests on the same data set, the critical alpha value is often
adjusted to further safeguard against obtaining statistical significance
by chance. One common type of alpha adjustment is the Bonferroni
correction, which reduces the critical alpha value by dividing some
standard, such as 0.05, by the number of independent hypotheses that
will be evaluated. For example, if a researcher examines five indepen-
dent hypotheses, then a Bonferroni correction would change the crit-
ical alpha value to 0.01 (0.05/5). A less restrictive correction is the
Holm–Bonferroni method.

A Type II error is failing to reject the null hypothesis when it
should be rejected. In these situations, the test statistic does not fall
into the critical region of the curve, even though the treatment may
have a small effect. Strictly speaking, there is no way to determine
the probability of making such an error. Probability values can pro-
vide a hint that a Type II error has occurred (for instance, if the test
statistic falls into a region defined by 0.07 instead of 0.05), but this is
not a universal explanation for why significant results were not found.
In some cases, researchers often claim that results are almost statis-
tically significant, but this inappropriate. If, for instance, two more
subjects were included in the sample, the test statistic might move
further away from the critical region instead of closer to it. Repeti-
tion of an experiment will allow one to explore the possibility that
a Type II error occurred, but it is not a guarantee that results will
change.

11.2.2.2 t-statistic and t-tests

The z-statistic in the preceding example is useful in cases where the
population mean and standard deviation are known a priori, but this
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is rarely the case in IIR evaluations. It is usually the case in most
IIR evaluations, that two or more sample means are being compared
with no knowledge of the population parameters. For instance, in the
IIR research scenario, a researcher might be interested in comparing
the differences in performance according to sex — is there a difference
between the performance of males and females? The formula used to
compute the z-statistic can be modified to account for the differences in
what is known (or unknown) about the population parameters. First,
the denominator in the formula for the z-statistic changes to one based
on the variance of the sample, instead of one based on the standard
deviation of the sample. The new denominator is called the estimated
standard error:

z =
X − µ

sX
where sX =

√
s2

n
.

The second change accommodates the comparison of two sample means,
which basically doubles all of the elements of the formula above, so that
the above formula becomes:

t =

(
X1 − X2

) − (µ1 − µ2)
sX1−X2

.

In this formula, the two sample means are represented by
(
X1

)
and(

X2
)
. The null hypotheses, which assumes that these two samples were

drawn from the same population and that there would be no differ-
ence between the means, is represented by the difference between µ1

and µ2 (which is eventually replaced by zero and excluded from the
formula).

The magnitude of the standard error (the denominator in the for-
mula) is determined by the variance of the observed scores and the
sample size. With two sample means, there are two measures of vari-
ance (one for each sample) and therefore, two standard errors. In the
formula above, the denominator is defined as:

sX1−X2
=

√
s2
p

n1
+

s2
p

n2
.
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Research Question: What is the relationship between sex and perceptions of system usability?
Hypothesis: Males will rate the system as more usable than females.

Sex
Deviations from
samples means

Deviations squared

M F Md Fd 2
Md 2

Fd
Usability 4 3 −0.2 1 0.04 1

scores 5 3 0.8 1 0.64 1
4 2 −0.2 0 0.04 0
5 1 0.8 −1 0.64 1
3 1 −1.2 −1 1.44 1

Mean (M) 4.2 2

n 5 5 2dΣ 2.8 4
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Fig. 11.4 Calculation of t-statistic using sample sex and usability data.

This formula is based on the pooled variance of the two samples,4 where

s2
p =

SS1 + SS2

df1 + df2
.

SS represents the sum of squared deviations, which is best exemplified in
Figure 11.4. Recall that the sum of squares is used in the computation
of the variance and standard deviation. Within each sample group,
each observed score is subtracted from the mean and squared. These
values are then summed. The other figures in the formula for pooled
variance as well as the parent formula for the standard error are based
on the sample sizes of the two groups being compared. Sample size
figures into the calculation directly (i.e., using the number itself) and
indirectly through degrees of freedom (df). As a reminder, degrees of
freedom is the extent to which scores in a sample are free to vary. For
the t-statistic, this is equal to, n1 − 1 + n2 − 1, where n1 is equal to
the number of observations in the first group and n2 is equal to the
number of observations in the second group. This is often abbreviated
as n − 2, where n is equal to the total number of observations in the
study (i.e, total sample size).

4 This is basically an average of the variances for the two samples.
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To consolidate the formulas above, we can replace the sX1−X2
in the

t-statistic formula with the actual formula:

t =

(
X1 − X2

) − (µ1 − µ2)√
s2
p

n1
+ s2

p

n2

.

Figure 11.4 walks the reader through a complete example based on the
IIR Research Scenario. In this example, the researcher is interested in
investigating the effect of sex on usability. The t-statistic formula given
in the example is a variation of the one above. Note that it does not
include (µ1 − µ2) since this value is assumed to be zero.

To determine whether a t-statistic is significant, the t-distribution
table has to be consulted. This is similar to consulting the unit normal
table that was consulted to determine if a particular z-statistic was
significant. The objective is the same: to determine what t-value needs
to be observed in order for the statistic to fall in the critical region of
the curve.5 To determine this value, we need to use the total degrees of
freedom (n − 2) and the alpha level. The example in Figure 11.4, df = 8
and the alpha level is 0.05. A portion of the t-distribution table [27]
is presented in Table 11.5. To use this table, we first find the column
that corresponds to an alpha level of 0.05 for a two-tailed test and then
the row that corresponds to our degrees of freedom. The figure at this
intersection tells us that we need a value that is greater than or equal
to 2.306. In Figure 11.4, we see that the t-statistic is 3.77, which is
greater than the critical t-value, so we can reject the null hypothesis.

Table 11.5 illustrates several important things about the t-statistic.
First, note that all of the values in the table are positive, even though
t-statistics can be negative. To use the table, one has to take the abso-
lute value of the t-statistic. The only information that the sign adds is
that it tells us which mean is greater. If the mean for Group 1 (male)
is greater than the mean for Group 2 (female) the t-statistic will be
positive. If the mean for Group 1 is less than the mean for Group 2
the t-statistic will be negative. Another thing to note from the table is

5 Strictly speaking, target t-values associated with the critical region should be determined
before the test statistic is calculated. Since computers do most this work for us all in one
step, the order is not as important practically. However, the researcher should declare the
acceptable alpha levels before conducting statistical analysis.
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Table 11.5 Portion of the t-distribution. Degrees of freedom are associated with each row,
while alpha levels (probability values) are associated with columns.

Alpha Levels
One-tailed: 0.4 0.25 0.1 0.05 0.025 0.01 0.005
Two-tailed: 0.8 0.5 0.2 0.1 0.05 0.02 0.01

D
eg

re
es

of
F
re

ed
om

1 0.325 1.000 3.078 6.314 12.706 31.821 63.657
2 0.289 0.816 1.886 2.920 4.303 6.965 9.925
3 0.277 0.765 1.638 2.353 3.182 4.541 5.841
4 0.271 0.741 1.533 2.132 2.776 3.747 4.604
5 0.267 0.727 1.476 2.015 2.571 3.365 4.032
6 0.265 0.718 1.440 1.943 2.447 3.143 3.707
7 0.263 0.711 1.415 1.895 2.365 2.998 3.499
8 0.262 0.706 1.397 1.860 2.306 2.896 3.355
9 0.261 0.703 1.383 1.833 2.262 2.821 3.250

that as sample size increases (as evident from the df), the critical t-value
decreases, and so bigger sample sizes require smaller differences (also
note the rate at which the critical t-values shrink as a result of increases
in the df). Finally, keeping the df constant, notice how the critical t-
value changes as a function of the alpha levels. To really understand how
much easier it is to achieve significance with a one-tailed test instead
of a two-tailed test (and why they carry a great risk of a Type I error),
note that if we conducted a one-tailed test our critical t-value would
have been 1.860 instead of 2.306.

The description above is for an independent samples t-test which
arguably is the most common type of t-test conducted in IIR research.
Another type of t-test which is also used in IIR research is the paired-
samples t-test. To illustrate the difference between these two tests, we
will re-visit the example study describing IL. In the original design
of this study, the treatment group was compared to the population,
but this study could have been designed in at least two other ways.
In the first alternative design, the researcher could have two sample
groups of subjects,6 with one group receiving the education program
and the other group not receiving the program. In the second alterna-
tive design, the researcher could have used a single group of subjects
and given them a pre-test to elicit a baseline measure of IL, adminis-
tered the program, and then given a post-test to measure IL. Neither of

6 This design assumes that subjects are randomly assigned to conditions.
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these designs requires knowledge of the population mean or standard
deviation. Instead, to examine the null hypothesis in the first design
alternative we would compare the mean IL scores of the two groups
using the standard, independent samples t-test, while in the second
design alternative we would compare the pre- and post-test IL scores of
individual subjects. These two design alternatives illustrate the differ-
ence between when would use an independent samples t-test and when
one would use a paired-samples t-test. The independent samples t-test
examines differences in the means of two separate groups of subjects,
while the paired-samples t-test examines differences within-subjects —
subjects’ pre- and post-test scores are compared with one another.

The formula for the paired-samples t-test is nearly identical to that
used for the independent samples t-test except that the sample data
are difference scores and are represented by D instead of X. This
formula is

t =
D − µD

sD

where sD =

√
s2

n
.

Notice that the population mean difference (instead of the population
mean) is subtracted from sample mean difference. Also notice that the
estimated standard error is given for the mean difference instead of
the mean score. As was the case with the independent samples t-test,
the population mean difference represents the null hypothesis and is set
to 0 (µD = 0).

11.2.2.3 F -statistic and Analysis of Variance (ANOVA)

Very often in IIR evaluations, researchers study a single independent
variable with more than two groups or levels. Using the IIR research
scenario, an example variable with three levels is system type. When
one wants to compare the differences between three or more means,
then analysis of variance (ANOVA) is used. There are several types
of ANOVAs. In this paper, the single and multi-factor ANOVAs are
discussed. The multivariate ANOVA (MANOVA) is introduced, but
not discussed in detail.
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The t-statistic measured the difference between sample means
divided by the difference expected by chance (estimated standard
error). The statistic produced by an ANOVA is called the F -ratio or
F -statistic. It is similar to the t-statistic, expect it uses variance among
groups, rather than means in its computation. Although variance is
compared directly instead of means, the purpose of the test is to eval-
uate differences in means between conditions. Because there are more
than two means, it is easier to compare variances.

The basic ANOVA formula is the ratio of differences in variances
between the sample means to differences in variances expected by
chance (called the error variance). For an ANOVA to be significant two
major things need to happen: there needs to be a difference between at
least one pair of means (for instance, between the mean performance for
System A and System B, or System A and System C or System B and
System C)7 and the variance within each group must be small. When
the within group variance increases, the error variance (the denomina-
tor in the F -ratio) also increases. The basic formula is given below.

F =
variance between treatments

variance within treatments
.

Although it is seemingly simple, it involves a number of calculations
and uses the means and variances of the each group, as well as the
total mean and variance.8 When presenting the details of this formula,
the example from the IIR research scenario stated above will be used,
where system type is the independent variable and performance is the
dependent variable. Thus, the researcher is interested in determining
whether there is a statistically significant difference in performance
according to system type.

To compute the ANOVA, the first step is to compute the overall
variability using all of the data. After we have done this, we need to
partition this variability into two components: variability between
each condition and variability within each condition. This is known
as between-treatments variance and within-treatments variance. The

7 This is called pair-wise comparisons, which will be discussed in more detail later.
8 In this discussion, we will use the term grand to refer to the total mean and variance of
all of the subjects, and sample to refer to the means and variances for subjects in each
condition (also called group or level).
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between-treatments variance helps us understand how much vari-
ance occurs as a result of the different treatments, while the within-
treatments variance helps us understand how much variance occurs
by chance. Recall that the logic of hypothesis testing is to determine
whether the probability of observing our results by chance is less than
5% (or 1%, depending on the alpha level). ANOVA attempts to measure
this chance, or error variance.

Differences due to chance are typically attributed to two sources:
individual differences and experimental error. These differences exist,
but are independent of the treatment and should not be attributed it —
the ANOVA attempts to partition these differences from differences
caused by the treatment. Although steps can be taken to minimize the
error introduced by these sources, such steps will never eliminate this
error. For instance, random assignment to condition should distribute
subjects with varying individual differences equally across groups, but
there are lots of individual differences, so some error will still likely
exist. Experimental error is related to how the experiment was con-
ducted; a particular concern is the error introduced by poorly designed
instruments, measures and protocols. A researcher can work to mini-
mize these differences as well, but it is unlikely that they will be com-
pletely eradicated. To account for such chance differences, the ANOVA
formula can be recast as

F =
treatment effect + difference due to chance

differences due to chance
.

The formula above helps us to not only understand the logic of the

ANOVA, but also interpret the quotient it produces. In the above for-
mula, if there was no treatment effect (treatment effect = 0) then the
numerator and denominator would be equal since they measure the
same thing, chance difference. This will result in an F -ratio of 1.00.
When this happens, we fail to reject the null hypothesis since the only
differences that were observed were due to chance. An F -ratio of 1
will never be statistically significant. It is also the case that F -ratios
will always be positive numbers (unlike t-statistics). Since a value of
1 indicates no statistical significance, the values of the F -distribution
will accumulate around this point on the distribution graph, similar to
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how they accumulate around the mean in a normal distribution. Recall
that to determine the significance of a z- or t-statistic we examine loca-
tions on a normal distribution. To determine whether an F -statistic is
significant, the F -distribution is consulted. Instead of being normally
distributed, the F -distribution is positively skewed. This is because F -
values are always positive (essentially we are looking at the positive
half of the normal distribution).

The exact shape of the F -distribution and the critical values needed
to obtain statistical significance are determined by the alpha level
and the degrees of freedom (df). There are three different df associ-
ated with an ANOVA: within-treatments (dfwithin), between-treatments
(dfbetween) and total (dftotal). The dftotal is the sum of dfwithin and
dfbetween, and is also equal to n − 1, where n is equal to the total
sample size. The dfwithin is the difference between the number of levels
of the independent variable and the total sample size. The dfbetween is
equal to the number of levels of the independent variable (k) minus 1
(k − 1).

To demonstrate the relationship among sample size, levels of a vari-
able, alpha levels, and critical F -values, a portion of the F -distribution
is shown in Table 11.6 [27]. The dfbetween and dfwithin are used to locate
F -values in this table. For instance, if we were examining the relation-
ship between our three experimental IIR systems and performance, and
we recruited nine subjects and randomly assigned three of these sub-
jects to each system, then df(between) = 2, or 3 − 1 and df(within) = 6,
or 9 − 3. Our critical F -values are equal to 5.14 for significance at the
0.05 alpha level or 10.92 for significance at the 0.01 alpha level.

In Table 11.6, notice the relationship between sample size (as evi-
denced by dfwithin) and critical F -values: as one increase the other
decreases, but the rate at which this happens diminishes at some point.
Also notice the extremely large F -values in the first row of the table.
These represent cases where there is only one more subject than there
are levels of the independent variable. In fact, to use this table, n must
always be at least one point greater than the number of levels (k). For
example, if a variable with eight levels was being tested on eight sub-
jects (one subject per level) (dfbetween = 7 and dfwithin = 0), the critical
F -value would be indeterminable. However, if nine subjects were used
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Table 11.6 Portion of the F -distribution for p < 0.05 (top number in cell) and p < 0.01
(bottom number in cell). Degrees of freedom within groups is associated with rows, while
degrees of freedom between groups is associated with columns.

Degrees of Freedombetween

Degrees of
Freedomwithin

1 2 3 4 5 6 7
(p<0.05) (p<0.05) (p<0.05) (p<0.05) (p<0.05) (p<0.05) (p<0.05)
(p<0.01) (p<0.01) (p<0.01) (p<0.01) (p<0.01) (p<0.01) (p<0.01)

1
0161 0200 0216 0225 0230 0234 0237
4052 4999 5403 5625 5764 5859 5928

2
18.51 19.00 19.16 19.25 19.30 19.33 19.36
98.49 99.00 99.17 99.25 99.30 99.33 99.34

3
10.13 09.55 09.28 09.12 09.01 08.94 08.88
34.12 30.92 29.46 28.71 28.24 27.91 27.67

4
07.71 06.94 06.59 06.39 06.26 06.16 06.09
21.20 18.00 16.69 15.98 15.52 15.21 14.98

5
06.61 05.79 05.41 05.19 05.05 04.95 04.88
16.26 13.27 12.06 11.39 10.97 10.67 10.45

6
05.99 05.14 04.76 04.53 04.39 04.28 04.21
13.74 10.92 09.78 09.15 08.75 08.47 08.26

(dfbetween = 7 and dfwithin = 1), the critical F -value is determinable,
although impossibly large (F = 237). Thus, ANOVA is more accurate
when there is a reasonable relationship between k and n. ANOVA
is most accurate when there are equal sample sizes across condition.
ANOVA is robust enough to handle unequal sample sizes, but the over-
all samples size should be relatively large and there should not be a huge
discrepancy between the sample sizes for each condition.

ANOVA was originally developed for experimental situations where
researchers have control over the assignment of subjects to conditions.
However, in some cases ANOVA may be used to examine the effects of
a variable that was not originally controlled in a study. For instance,
in the IIR research scenario above, a researcher might be interested in
examining the relationship between familiarity and performance. In this
example, familiarity would be a quasi-independent variable since it was
not manipulated by the researcher. It is unlikely that the distribution
of familiarity scores will be equal across the five levels of the scale. If
the distribution is too skewed, then the researcher might, for instance,
consider reducing the five levels into three.
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Conducting an ANOVA requires a number of calculations. First,
recall that sample variance (which makes up both the numerator and
denominator of the F -ratio), is equal to the sums of squared deviations
(SS) divided by the df. We need three types of variances to compute
the F -statistic: between- and within-treatment variance, as well as total
variance. Thus, three different sums of squared deviations (SS) values
must be computed, along with three df values. Once we have these
values we can compute the F -statistic; the following formula which
consolidates everything can be used

F =
MSbetween

MSwithin
.

To demonstrate all of the computations, let us revisit our original exam-
ple where a researcher is interested in examining the differences among
three systems with respect to performance (Figure 11.1). The original
description had each subject use each of the three systems (within-
subjects design). However, the basic ANOVA assumes that observa-
tions are independent and in order to use the ANOVA formula used in
this section, we would need to have an experimental design where each
subject only used one of the systems (between-subjects design). Oth-
erwise, we would compute a repeated-measures ANOVA. Figure 11.5
illustrates the computation of the F -statistic with sample data assum-
ing that each subject only uses one system. This example is divided
into four parts:

• Part (I) shows the computation of the within groups SS.
Deviations are taken using the individual group means. The
sums of these squared deviations are then summed to form
the within groups SS.

• Part (II) demonstrates the computation of the total SS.
Deviations are taken using the grand mean instead of the
individual group means.

• Part (III) demonstrates the computation of the between
groups SS. This is computed by taking the deviations between
the grand mean and each individual group mean. These val-
ues are then squared and multiplied by the n of each group.
These values are summed to form the between groups SS.
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Research Question:  What is the relationship between system type and performance?
Sample Hypothesis:  Subjects will perform better with System C than with Systems A or B. 

Part I Part II Part III

Score Deviations from 
Group Means

Score Deviations 
from Grand Mean

Group mean deviations
from the Grand Mean

Group n 
times 

2
bd

System and
Mean Performance

wd 2
wd gd 2

gd bd 2
bd 2

bnd
System A 0.2347 0.0525 0.0028 0.1121 0.0126

0.3426 -0.0554 0.0031 0.0042 0.0001
0.2788 0.0084 0.0001 0.0680 0.0046
0.3046 -0.0174 0.0003 0.0422 0.0018
0.2753 0.0119 0.0001 0.0715 0.0051

Mean 0.2872 0.0596 0.0036 0.0178
n 5

System B 0.3123 -0.0685 0.0047 0.0345 0.0012
0.1258 0.1180 0.0139 0.2210 0.0488
0.2338 0.0100 0.0001 0.1130 0.0128
0.3104 -0.0666 0.0044 0.0364 0.0013
0.2368 0.0070 0.0001 0.1100 0.0121

Mean 0.24382 0.1030 0.0106 0.0530
n 5

System C 0.5477 -0.0383 0.0015 -0.2009 0.0404
0.4878 0.0216 0.0005 -0.1410 0.0199
0.5238 -0.0144 0.0002 -0.1710 0.0313
0.5011 0.0083 0.0001 -0.1543 0.0238
0.4866 0.0228 0.0005 -0.1398 0.0195

Mean 0.5094 -0.1626 0.0264 0.1232
n 5

Grand 
Mean

0.3468
Within SS 

(
2

wdΣ )
0.0324

Total SS

(
2

gdΣ )
0.2354

Between SS

(
2

bndΣ )
0.1940

Part IV
Summary table
Source SS d.f. MS F
Between 0.1940 2 0.0970 35.9259
Within 0.0324 12 0.0027

Total 0.2264 14

0027.0

0970.0=F

 = 35.9259

Fig. 11.5 Computation of the F -statistic using sample performance data for three systems
(A, B and C).

• In Part (IV), the MS values are computed as the SS
divided by the df, so that MSbetween = SSbetween/dfbetween.
The quotients are then used to compute the F -statistic.

Recall that for our example, the critical F -values are equal to 5.14
for significance at the 0.05 alpha level or 10.92 for significance at the
0.01 alpha level. Thus, our F -statistic of 35.9259 is significant at the p <

0.01 level. Although our ANOVA is statistically significant, we do not
know between which pairs of systems there were significant differences.
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For instance, mean performance with System A might be significantly
different from mean performance with System B and System C, but
there might not be any significant difference between System B and
System C. There are actually three pair-wise comparisons that we need
to make — System A, System B; System A, System C; System B, and
System C. To evaluate these pair-wise differences, post-hoc tests are
conducted. A number of post-hoc tests can be used, including Scheffé,
Tukey HSD, and Bonferroni. The difference among these tests is beyond
the scope of this paper, but the Scheffé test is one of the safest and most
conservative tests. Using a safe test (and by safe test it is meant a test
that reduces the risk of a Type I error) is particularly important with
post-hoc analysis because of the number of pair-wise comparisons being
made. Essentially, one is conducting hypothesis testing for each pair.
As one does more tests, the risk of a Type I error accumulates. This is
called experiment-wise alpha level. The basic notion is that conducting
more tests increases the risk that a statistically significant result will
happen just by chance. In fact, this is one reason why it is better to
conduct an ANOVA instead of multiple t-tests: the more tests you con-
duct, the greater the chance of a Type I error. What makes the Scheffé
test conservative is that during the pair-wise comparisons, the between-
treatments df from the ANOVA is used, even though only two groups
are being compared. Thus, there are fewer df, which makes the test
harder. The implication of this is that it is possible to have a statisti-
cally significant ANOVA, but no statistically significant post-hoc tests.

11.2.2.4 More ANOVAs

In the example above, we explored the effect of one independent
variable (system type) on one dependent variable (performance). The
basic one-way ANOVA described above also accommodates situations
where a researcher examines a single independent variable in relation
to multiple dependent variables. Sometimes researchers are interested
in looking at more than one independent variable in relation to a
single dependent variable. In this case, a multi-factor ANOVA9 is
conducted. When the researcher is interested in examining more than

9 This is also called a uni-variate ANOVA, where uni refers to the dependent variable.
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System

A B C Sex X

Sex Males X X X X

Females X X X X

System X X X X Grand X

Fig. 11.6 Example of a 3×2 factorial design using system type and sex. Numbers in cells
represent means (of, for example, performance).

one independent variable in relation to more than one dependent
variable, a MANOVA10 is used.

Earlier in this paper, the factorial design was introduced. Studies
that are designed in this way are typically appropriate for multi-factor
ANOVAs. In fact, such representations are useful for understanding
what is being compared in the multi-factor ANOVA and what types of
computations are required. Figure 11.6 presents a 3×2 factorial repre-
sentation of a relationship that could be studied from the IIR research
scenario. In this example, the impact of two variables, system type and
sex, on performance is investigated. Note that system type is an inde-
pendent variable, since it was manipulated by the researcher, sex is a
quasi-independent variable and performance is a dependent variable.
(From this point forward, these independent variables will be called
factors to coincide with the language of factorials.)

The impact of each one of these factors on the dependent variable
is called a main effect. For instance, system type may have an impact
on performance (e.g., all subjects perform better with System A, than
Systems B or C, regardless of sex), and sex may have an impact on
performance (e.g., female subjects perform better than male subjects
regardless of system). In this example, there are two possible main
effects. The number of possible main effects is equal to the number of
factors.

It may also be the case that system type and sex interact. For
instance, females may perform better with System A than System B or
C, but males may perform better with System B than System A or C.
This is called an interaction effect. The purpose of a multi-factor

10 This is also called a multi-variate ANOVA where multi refers to the dependent variable.
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ANOVA is to test the main effects and the interaction effects.11 The
computation behind a multi-factor ANOVA is nearly identical to that
of a single factor ANOVA, expect that F -statistics are computed for
each possible relationship (one for each factor and one for all possible
interactions). Most multi-factor ANOVAs involve two or three factors.
Anything beyond that generates a large number of possible main effects
and interaction effects and such results can be extremely difficult to
understand and interpret. Moreover, designs with larger numbers of
factors require larger numbers of subjects.

Figure 11.6 is useful for conceptualizing the comparisons made dur-
ing a multi-factor ANOVA. First, recall that ANOVA concentrates on
variances as a way to determine whether differences between means
are significant. The means are not compared directly, although they
are used to compute SS. In Figure 11.6, the ANOVA testing for a
main effect for sex would compare the row totals, the ANOVA test-
ing for a main effect for system would compare the column totals and
the ANOVA testing for the interaction would compare the values in
the cells of the table. Thus, we can talk about row means, columns
means, cell means, and the overall (grand) mean. Each of these values
also has a variance associated with it, which is what is compared with
the ANOVA. To calculate the F -ratio for the interaction, the ANOVA
first identifies differences that cannot be explained by the main effects.
These extra differences are then evaluated to determine whether there
is a significant interaction effect. The entire computation of the multi-
factor ANOVA will not presented here, because it involves a large num-
ber of steps. Instead, means and standard deviations for a sample of 30
subjects are added to the above example and presented in Figure 11.7.

In this example, there are significant main effects for both system
and sex: females performed significantly better than males [F (1,30) =
12.46, p < 0.01)] and subjects performed significantly better with
System C than with System A or B [F (2,30) = 5.55, p < 0.01)].12 There

11 A researcher is not required to have hypotheses about all possible effects. One may only
be interested in the interaction effect, but not the main effects.

12 We would technically need a post-hoc test to determine that the difference was C > A,
B, but a visual inspection of the means suggests that this would be the only significant
relationship.
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System

A B C Sex X

Sex Males 0.336 (0.023) 0.132 (0.123) 0.214 (0.214) 0.227 (0.088)
Females 0.130 (0.012) 0.338 (0.024) 0.334 (0.334) 0.267 (0.107)

System X 0.233 (0.110) 0.235 (0.110) 0.274 (0.077) 0.247 (0.099)

Fig. 11.7 3×2 factorial with one independent variable, system type, and one quasi-
independent variable, sex. The values in the cells represent sample means (standard devia-
tions) for performance (n = 30).

is also a significant interaction effect [F (1,30) = 122.59, p < 0.01)]:
males performed best with System A, second best with System C and
worst with System B (A > C > B), while females performed best (and
about the same) with System B and C and worst with System A (B,
C > A). We would need to conduct post-hoc tests to pinpoint between
which pairs the significant differences occurred.

There are several other types of ANOVAs that will not be dis-
cussed in detail. The underlying formulas for computing these ANOVAs
are similar to those presented above, but require more computations
because there are more comparisons. MANOVA (Multiple Analysis of
Variance) is basically a combination of the single factor and multi-
factor ANOVAs discussed above in that it is used when the researcher
is examining the effects of multiple factors on multiple dependent
measures. There is also a special version of ANOVA that deals
with between-subject independent variables. This is called repeated-
measuresANOVA. Finally, generalized linear modeling (GLM) allows
one to develop a function describing the relationship among the inde-
pendent and dependent variables based on significant ANOVA results.
This is similar in nature to linear regression, which is discussed briefly
below.

11.2.2.5 Measures of Association

Another set of statistical techniques that are often used in IIR evalua-
tions is correlation. There are many kinds of correlation coefficients
including Pearson’s r, Spearman’s rho, and Kendall’s tau. Correla-
tion coefficients are measures of association; basically these coefficients
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describe how scores on two variables co-vary.13 For example, if a subject
has a high performance score is the subject likely to give the system a
positive usability rating? One important distinction to keep in mind is
that correlation does not show causality. Correlation only shows that
two things co-vary. Performance and age might be correlated, but this
does not mean that performance causes a person’s age or that age
causes a person’s performance. It only means that these things are
systematically related. In this paper, we will look at Pearson’s r and
Spearman’s rho. Kendall’s tau is also used a lot in IIR and IR more
broadly. Spearman’s rho and Kendall’s tau are used to test similar kinds
of relationships. In the interest of space, only Spearman’s rho is pre-
sented. Spearman’s rho is technically a non-parametric statistic, so it
will be presented in another section.

Correlation coefficients vary between −1 and +1. The magnitude
of the coefficient indicates its strength, while the sign indicates if the
relationship is positive or negative. A positive relationship indicates
that increases in one variable are associated with increases in the other
variable (or, conversely, that decreases in one variable are associated
with decreases in the other variable). A negative relationship indicates
that increases in one variable are associated with decreases in the other
variable. This is also known as an inverse correlation. A value of zero
indicates that there is no relationship between the two variables, while
+1 and −1 indicate functional relationships.

Magnitude is very important for interpreting the meaningfulness of
the correlation coefficient. It is possible (and common) to find statisti-
cally significant correlation coefficients that are actually quite weak, so
one should always pay attention to the value of the coefficient. The real
problem is that the correlation coefficient does not actually represent
the accuracy with which predictions can be made. For instance, a cor-
relation coefficient of 0.30 does not mean that given one variable the
other variable can be predicted 30% of the time or with 30% accuracy.
The strength of the relationship lies in the squared correlation coeffi-
cient (r2), so that a correlation of 0.30 means that given one variable

13 Correlation coefficients can be computed for more than two variables, but in this paper
we will just consider the relationship between two variables.
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Table 11.7 Cohen’s and Guilford’s guidelines for interpreting correlations.

Cohen (1988) Guilford (1956)
0.10–0.29 small < 0.20 slight, almost negligible
0.30–0.49 medium 0.21–0.40 low
0.50 + large 0.41–0.70 moderate

0.71–0.90 high
> 0.91 very high

the other variable can be predicted with 9% (0.302) accuracy. Clearly,
this gives a very different view of the strength of coefficient. For cor-
relation coefficients below 0.50, differences between the actual coeffi-
cient and the r2 values are quite pronounced. Thus, one should be
extremely cautious interpreting any statistically significant correlation
coefficients, especially those whose values are small.

There are several guidelines for interpreting the magnitude of a cor-
relation. Two such interpretations are given in Table 11.7. Both authors
stress that these are guidelines, rather than absolutes. Guildford [113]
offers more distinctions than Cohen [56]. Both use the absolute values
of the coefficient.

Pearson’s r

The Pearson’s correlation (r) is one of the most common correlation
coefficients. Traditionally, it is used with continuous data types (inter-
val or ratio level data) and measures linear relationships. The calcula-
tion for Pearson’s r examines the degree to which two variables vary
together in relation to the degree to which they vary separately. The
formula for Pearson’s r is given in Figure 11.8, along with an exam-
ple from the IIR Research Scenario which looks at the relationship
between query length and performance. To calculate Pearson’s r, we
use the sum of products of deviations, which is similar in nature to the
sum of squared deviations calculation that was used in the t-test and
ANOVA.

The sum of products of deviations is illustrated in Figure 11.8. For
any given subject with scores on variables X and Y , the deviations
of each of these scores from their respective sample variable means are
multiplied. After this is done for each subject, these values are summed
to form the sum of products of deviations. This value represents the
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Raw Data
Deviations from Means

Subject
X (Query
Length) Y (Performance) x y xy x2 y2

1 2 0.2445 −0.5000 −0.0219 0.0110 0.2500 0.0005
2 3 0.3022 0.5000 0.0458 0.0229 0.2500 0.0021
3 4 0.3387 1.5000 0.0723 0.1085 2.2500 0.0052
4 1 0.1804 −1.5000 −0.0860 0.1290 2.2500 0.0074
5 2 0.2556 −0.5000 −0.0108 0.0054 0.2500 0.0001
6 3 0.3433 0.5000 0.0769 0.0385 0.2500 0.0059
7 3 0.2990 0.5000 0.0326 0.0163 0.2500 0.0011
8 4 0.3711 1.5000 0.1047 0.1571 2.2500 0.0110
9 2 0.1915 −0.5000 −0.0749 0.0375 0.2500 0.0056

10 1 0.1277 −1.5000 −0.1387 0.2081 2.2500 0.0192

Σ 25 2.664 Σxy = Σx2 = Σy2 =
Mean 2.50 0.2664 0.7343 10.5000 0.0581

rxy = Σxy√
Σx2·Σy2· = 0.7343√

10.50·0.0581
= 0.7343√

0.6101
= 0.7343

0.7811 = +0.9401

t = r
√

n−2√
1−r2

= 0.9401
√

8√
1−0.8838

= 2.6590√
0.1162

= 7.8000

Fig. 11.8 Computation of Pearson’s r with sample query length and performance data.

extent to which the two variables co-vary. To calculate the extent to
which the two variables vary separately, each individual X and Y devi-
ation score is squared and then summed within each variable. These
values are then multiplied and square-rooted. This calculation is similar
to the variance measures used in the previous statistics.

The Pearson’s r for our example data yields a value of +0.9401,
which we can see is quite large in magnitude. This suggests that there
is a strong positive correlation between query length and performance
and the r2 is 0.8838 which demonstrates that query length explains
quite a bit of the variability in performance.

Although our coefficient looks strong, we still need to evaluate it
with respect to probability. The null hypothesis states that there is no
correlation between the two variables, in which case we would expect
r = 0. (Even when no relationship exists, the correlation coefficient is
usually not zero. In most cases, it would be some non-zero value.) To
evaluate the statistic, we need to compute a corresponding t-statistic
and use the t-distribution to evaluate the likelihood of observing the
coefficient. This formula is given in the bottom of Figure 11.8. This
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requires knowledge of the Pearson’s r, r2 and the sample size. In the
numerator, the r is multiplied by the square-root of the df (n − 2)
for the sample. The df is also used to enter the t-distribution (along
with the alpha level). Using Table 11.5, we can see that our critical
value is 2.306. Our t-statistic is 7.80, which is significant at the 0.01
level, so we can reject the null hypothesis. Although the t-statistic is
necessary in determining whether the null hypothesis can be rejected,
many people do not realize that this is computed as part of correlation
testing. It is not necessary to report this statistic; instead, we would
report r = 0.9401, p < 0.01.

11.2.2.6 Regression

Correlation coefficients measure the extent to which two variables co-
vary, but they do provide information about how to predict one value
from another. Regression can be used to discover the function describ-
ing the relationship among two or more variables. Regression is a
sophisticated set of statistical procedures and a discussion of these pro-
cedures is beyond the scope of this paper. There are several forms of
regression including techniques for both linear and non-linear relation-
ships, and for different data types. Regression is also useful for eval-
uating the importance of a set of predictor variables and determining
which are the most useful for predicting a particular output variable.

11.2.2.7 Effect Size

Effect size measures the strength of a test statistic. Very often a
researcher might want to go beyond just saying that statistically sig-
nificant relationships were found, to a discussion and comparison of
the strengths of such relationships. As was shown with the correlation
coefficient, even when statistically significant relationships are found,
they are not always meaningful. The value given by r2 is a measure of
effect size. It indicates the proportion of variability in one variable that
can be determined by its relationship with another variable. Stated
another way, it shows how much variance in one variable is explained
by differences in another variable. In addition to r2, there are several
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other measures of effect size that can be used in conjunction with t-
tests and ANOVAs. Two such measures will be presented here, Cohen’s
d for t-statistics and eta2 for F -statistics. The interpretation of the val-
ues are taken from Cohen [56], who is very cautious about associating
values with specific qualitative labels such as small and large. The use
of Cohen’s [56] interpretations of effect sizes are standard across a range
of behavioral science disciplines and despite Cohen’s cautiousness they
provide useful heuristics for interpreting effect sizes.

Cohen’s d can be computed in a number of ways, but the easiest is
given below in the first formula, which uses the value of the t-statistic
and the df. This formula assumes that sample sizes of the two groups
that are being tested are equal. In cases where this is violated, another
version of the formula can be used, which accounts for the differences.
This version of the formula (b) includes values for the size of each sam-
ple (e.g., if males and females were being compared, one of these values
would correspond to the number of male subjects while the other would
correspond to the number of female subjects). Typical interpretations
of Cohen’s d are: small = 0.2, medium = 0.5 and large = 0.8.

d =
2t√
df

d =
t(n1 + n2)(√
df

)(√
n1n2

)
(a) (b)

(a) for equal sample sizes or (b) for unequal sample sizes

The computation for eta2 is also relatively straight-forward: it is the
ratio of the between-treatments SS to the total SS. These values are
interpreted on a slightly different scale from Cohen’s d: small = 0.10,
medium = 0.25, and large = 0.40.

η2 =
SSbg

SST
.

11.2.2.8 Non-Parametric Tests

Unlike parametric tests, non-parametric tests make few assumptions
about the distribution of variables in the population. Specifically, these
tests do not rely on the assumption that variables are distributed
normally in the population. Non-parametric tests are also useful for
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analyzing discrete data types, such as nominal and ordinal measures.
Non-parametric tests can also be considered as more robust since they
make fewer assumptions than parametric tests and can be used in
more situations. However, it is important to note that in general, non-
parametric tests are not as sensitive as parametric tests and thus, the
risk of Type II errors are greater. The important thing is for researchers
to select the most appropriate test to ensure the credibility and integrity
of their results rather than the significance.

There are a number of non-parametric tests that have been used
in IIR including the Mann-Whitney test, Wilcoxon Signed-Rank test,
Kruskal-Wallis test, Spearman’s Rho, and Chi-square. We will look
closely at Spearman’s Rho and Chi-square because they test differ-
ent data types and relationships than any of the previously discussed
tests. The other non-parametric tests are not discussed since they offer
non-parametric alternatives to other tests. The Mann-Whitney and
Wilcoxon Signed-Rank tests offer alternatives to the t-test, while the
Kruskal-Wallis test offers an alternative to ANOVA.

Spearman’s rho

Spearman’s rho is correlation coefficient which has been typically used
to evaluate ordinal data and to test for relationships that are not neces-
sarily linear. Thus, the Spearman correlation measures the consistency
of the relationship between two variables, but it does not say anything
about its form. Ordinal level data is often rank-level data. For instance,
subjects in a study might be rank-ordered from the best performer to
the worst performer. It was noted much earlier in this paper that the
Likert-type scale data that is common in IIR evaluations is technically
ordinal level data, although it is promoted to interval level status so
that more sophisticated analysis can be performed with it. However,
when exploring correlation, it is possible to study this data at its native
level using Spearman’s rho.

As a reminder, ordinal level data tells us that one thing is [better or
worse] or [more or less] than another, but it does not tell us how much
since the distances between points are not constant. This can be easily
illustrated with the example above, where subjects are to be ranked
according to how well they perform. Ratio level data (performance
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score) could be used to create this ranking, but once the ranking was
done, we would only know that Subject A was 1, Subject F was 2, Sub-
ject B was 3, etc. We would not know how much better Subject A was
than Subject F, and there would be no guarantee that the difference
in performance scores between Subject A and F was equal to the dif-
ference between Subject F and B. Thus, some information is lost when
converting ratio level data into ordinal level data.

The calculation of Spearman’s rho is displayed in Figure 11.9, along
with sample data from the IIR Research Scenario that investigates the
relationship between familiarity and usability. This formula is actually
a simplification of the Pearson’s r formula that assumes that scores are
ranked. Thus, before using this formula, the raw data must be converted
into ranked data. If the original measure is ranked data (e.g., subject
ranking according to performance) then this step is not necessary. The
data in the example come from two scales and so the scores first need
to be transformed into rank values. Although this is not shown in the

Raw data Ranking values Differences

Subject
X

(Familiarity)
Y

(Usability) rx ry
D

( )rr yx −
2D

1 4 5 7.5 9.5 4
2 1 1 1.5 1.5 0
3 3 4 5 6.5
4 1 4 1.5 6.5 25
5 3 1 5 1.5
6 3 2 5 3.5
7 2 4 3 6.5

2.25

12.25
2.25

12.25
8 4 2 7.5 3.5 16
9 5 5 9.5 9.5 0

10 5 4 9.5 6.5

−2
0

−1.5
−5
3.5
1.5

−3.5
4
0
3 9

Σ = 83
Formula:
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Fig. 11.9 Calculation of Spearman’s rho using sample familiarity and usability data.
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example, the easiest way to do this is to order the scores from smallest
to largest and assign rank values to each position. In our example data,
there are a few ties — e.g., four subjects used a usability rating of four.
When two or more scores are tied, the mean of their ranked positions
is computed and assigned to all scores with this value. In the example,
two subjects used a usability rating of one. The corresponding rank
value for these two subjects is 1.5, or (1+2/2). The differences between
each subject’s ranked X and Y scores are then computed and squared.
The set of differences are then summed. This value is multiplied by
six and forms the nominator of the rho formula. The denominator is a
simple calculation using the sample size.

To determine whether the coefficient is significant and the null
hypothesis can be rejected, the t-statistic formula displayed in
Figure 11.8, along with the t-distribution is used. It is important to
note that the Spearman’s rho formula loses some of its accuracy when
there are a lot of ties; if this is the case, then the researcher might want
to explore an alternative coefficient.

Chi-Square

The chi-square test is used to compare the distribution of scores across
two or more levels. Figure 11.10 illustrates some sample data that corre-
sponds to the IIR Research Scenario where the researcher asks subjects
to indicate which system they liked best. The numbers in this Figure
represent the frequency of subjects who selected a particular system
as their favorite. Is there a significant difference with respect to which
system subjects prefer?

Since we are only looking at the distribution of one variable, our
test is for goodness of fit, which examines how good the data fit the

System
A B C Total

Observed frequencies (O) 1 1 13 15
Expected frequencies (T ) 5 5 5 15

( ) ( ) ( ) ( )
2.19

5

513

5

51

5

51 2222
2 =−+−+−=−= Σ

T

TOχ

Fig. 11.10 Computation of χ2 for sample system preference data.
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distribution specified by the null hypothesis. The null hypothesis states
that there are no differences in subjects’ system preference. This is rep-
resented by the second row of Figure 11.10 — these values are referred
to as the expected frequencies. If the null hypothesis is true, then the
preference distributions should be roughly equal across system. Unless
otherwise specified, the null hypothesis assumes the distributions will
be equal across category. However, if it is known that the distributions
in the population are unequal, then the expected frequencies can be
adjusted. As mentioned earlier in the discussion of z-statistics, it is
rarely the case in IIR that we know anything about the population, so
the default null is almost always used. The purpose of the chi-square
test is to compare the observed distributions with the null expecta-
tion. The alternative hypothesis, in this situation, simply states that
the population is not divided equally among the various categories.

The formula for, and computation of, chi-square is shown at the bot-
tom of Figure 11.10. This formula is equal to the sum of the squared
differences between the observed and expected frequencies divided by
the expected frequency. This formula basically measures the discrep-
ancy between the observed frequencies and the expected (or theoretical)
frequencies. The value of the chi-square statistic is directly related to
the size of the discrepancy — the larger the discrepancy, the larger the
chi-square value.

Similar to ANOVA, the chi-square distribution is positively
skewed — the majority of scores will cluster around 0–1 — these val-
ues represent the null hypothesis. A statistically significant chi-square
value will be out in the tail of the distribution. As with all statistical
tests, the chi-square statistic also has an associated df, which is equal
to the number of categories minus 1 (C − 1) (in the example 3 − 1).
This value, along with an alpha level, allows one to enter the table
of values that correspond to the chi-square distribution (Table 11.8)
[27] to determine if a particular chi-square value is statistically signif-
icant. Table 11.8 tell us that the chi-square value for our sample data
is beyond the critical value of 5.99 and is therefore, statistically sig-
nificant. In fact, our chi-square statistic is significant at p < 0.001. We
would report this as χ2(2) = 19.2, p < 0.001.
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Table 11.8 Chi-square distribution.

Probability values
df 0.250 0.100 0.050 0.025 0.010 0.005 0.001
1 1.3233 2.7055 3.8414 5.0238 6.6349 7.8794 10.828
2 2.7725 4.6051 5.9914 7.3777 9.2103 10.5966 13.816
3 4.1083 6.2513 7.8147 9.3484 11.3449 12.8381 16.266
4 5.3852 7.7794 9.4877 11.1433 13.2767 14.8602 18.467
5 6.6256 9.2363 11.0705 12.8325 15.0863 16.7496 20.515
6 7.8408 10.6446 12.5916 14.4494 16.8119 18.5476 22.458
7 9.0371 12.0170 14.0671 16.0128 18.4753 20.2777 24.322
8 10.2188 13.3616 15.5073 17.5346 20.0902 21.9550 26.125
9 11.3887 14.6837 16.9190 19.0228 21.6660 23.5893 27.877

The chi-square test can also be used to test for independence when
the distributions of two variables are being compared. Using our IIR
example, we might examine whether there is a relationship among sys-
tem preference and sex. This is similar in nature to correlation in that
each subject has a value on two variables (system preference and sex)
except that chi-square examines the frequency distributions since these
variables are nominal. The null hypothesis in this case states that the
distribution of system preferences will be the same for females as for
males, or put another way, the frequency distributions will have the
same shape for both females and males.

Some sample data is presented in Figure 11.11, along with the chi-
square formula and the chi-square computation for our sample data.
Note that when two variables are involved, the expected frequencies are

System
A B C

Row Totals

Males:
Observed Frequencies (O) 7 26 7 40
Expected Frequencies (T ) 8 19 13 40

Females:
Observed Frequencies (O) 7 7 16 30
Expected Frequencies (T ) 6 14 10 30

Column totals 14 33 23 70 (Grand total)

( ) ( ) ( ) ( ) ( ) ( ) ( )
74.12

10

1016

14

147

6

67

13

137

19

1926

8

87 2222222
2 =−+−+−+−+−+−=−= Σ

T

TOχ

Fig. 11.11 Calculation of χ2 using sample system preference and sex data.
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a function of the characteristics of the sample along these two variables.
For instance, in the sample there are 40 males and 30 females. Thus,
the distribution of system preferences cannot be equal in terms of an
absolute value, but must be equal proportionately. To compute the
expected frequencies, first the proportions of subjects selecting each
system are computed: System A (14/70 = 20%), System B (33/70 =
47%) and System C (23/70 = 33%). The null hypothesis assumes that
these same proportions will be observed for both males and females:
Males [System A (0.20 ∗ 40 = 8), System B (0.47 ∗ 40 = 19), System
C (0.33 ∗ 40 = 13)] and Females [System A (0.20 ∗ 30 = 6), System B
(0.47 ∗ 30 = 14), System C (0.33 ∗ 30 = 10)]. While the computation
and interpretation of the chi-square test for independence is the same
as that for goodness of fit, the calculation of df differ. For tests of
independence, df = (R − 1)(C − 1), where R = number of rows and
C = number of columns. Using this value in conjunction with the chi-
square distribution in Table 11.8, we see that the critical value is 5.99
with alpha = 0.05. Our chi-square statistic is well beyond this and is
even significant at the 0.005 level, so we can reject the null hypothesis.
We would report this as χ2(2) = 12.74, p < 0.005.

11.2.3 Cohen’s Kappa

The final statistic that will be presented is Cohen’s Kappa, a measure of
inter-rater reliability. Inter-rater reliability (also known as inter-coder
reliability) shows the extent to which two or more people agree on
how to classify a set of objects. It can be used to check the reliability
between relevance assessments made by two people and to check the
reliability of how a researcher has analyzed and classified qualitative
data. Inter-rater reliability measures provide a much stronger measure
of rating consistency than simple percent agreement since they take
into account the distribution of responses and the amount of agreement
that would happen by chance. Percent agreement is an inflated index
of agreement and can be especially misleading when the underlying
distributions are skewed.

Cohen’s Kappa is not an inferential statistic. Instead, it produces
a value similar to a correlation coefficient. The values for Kappa
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range from 0–1.00, with larger values indicating better reliability. Most
researchers accept Kappa values greater than 0.70 as satisfactory. If
the value is less than this, then researchers will often revise classifica-
tion rules, solicit more raters to apply these rules and then re-assess
the statistic. Thus, an important part of this exercise is ensuring that
the rules for classification are clear, can be easily used to distinguish
between objects, and can be understood and executed by multiple peo-
ple. Raters do not have to necessarily agree with the classification rules
they just have to execute them consistently.

The formula for Cohen’s Kappa is given below. To execute this for-
mula, one should first build a contingency table displaying the ratings
made by the raters in relation to one another. The diagonal of this
table will show the total agreements made by the two raters, while the
off-sets will show the disagreements. Row and column totals should be
computed as well as expected frequencies (ef) for each classification
category:

K =
Σa − Σef

n − Σef

where Σa = sum of the agreements (diagonal), n is the total number
of objects and

ef =
row total · col total

overall total

The computation of Cohen’s Kappa is shown in Figure 11.12. Imagine
that two raters have used a four point scale to classify the relevance
of 259 documents. In total, the raters have agreed on 167 ratings (see
diagonal). A simple percent agreement would show that the raters have
agreed 64% of the time. However, the Cohen’s Kappa shows the inter-
rater agreement to be 12% points less (52%). Since this value is less
than the target agreement of 70%, it would be necessary to refine clas-
sification rules and perform the ratings again. An examination of the
disagreements can help identify where raters are having the most prob-
lems. In the example, most disagreements happen between relevance
categories two and three. Thus, refining rules for distinguishing among
these two types of relevance is the best place to start with the revisions.
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Contingency Table
Rater 1

1 2 3 4
Row 

Totals
1 70 7 5 0 82
2 5 25 28 2 60
3 6 22 32 5 65

Rater 2

4 2 4 6 40 52
Column Totals 83 58 71 47 259

Σa  = 167   Expected Frequencies (ef )

28.26
259

83*82
1 ==ef Cohen’s Kappa

44.13
259

58*60
2 ==ef

98.66259

98.66167

−
−=Κ

82.17
259

71*65
3 ==ef

02.192
02.100=

44.9
259

47*52
4 ==ef = .52 (52%)

 ef Σ = 66.98

Fig. 11.12 Calculation of Cohen’s Kappa using sample data from two raters, who have
labeled a set of documents according to four levels of relevance.

11.2.4 Statistics as Principled Argument

The title of this section takes its name from the book by Abelson [1],
who describes five properties that determine the persuasiveness of a
statistical argument: magnitude, articulation, generality, interesting-
ness and credibility. These properties emphasize that statistics assist
with analysis, but their messages have to be interpreted by humans.
Abelson is careful to point out that single studies are not definitive,
significance tests provide limited information, and interpretation of
statistical results is just as important as the statistics themselves.

Magnitude is related to the strength of a result. Even in cases where
statistical significance is found one must look critically at the strength
of the relationship. In previous sections, it was shown that some statisti-
cally significant correlation coefficients are not meaningful. Calculations
of effect size are the most common methods for assessing magnitude.
If effect sizes are small, then researchers should be more conservative
with their interpretations and conclusions.

Articulation is the degree of specificity with which results are pre-
sented. An example of poor articulation is when a researcher conducts
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an ANOVA to test for differences between groups, but does not conduct
follow-up tests to pinpoint differences. The main point about articu-
lation is to understand that what is being studied is typically com-
plex and it is sometimes necessary to look closely at individual cases
to understand what is happening rather than relying on the overall
statistic.

Generality is the applicability of study results and conclusions to
other situations. Researchers typically use reductive methods to exam-
ine very narrow problems, which can impact the generality of the
results. Abelson advocates for a wide range of investigations that cen-
ter on the same phenomena. The implications are that a single study
should be one of a larger body of research designed to investigate a
particular problem. Single study results provide support for particu-
lar conclusions, but not definitive conclusions. The accumulation and
analysis of data from many different studies designed to investigate the
same problem enhance generality.

Interestingness and credibility are attributes of the research story
in which statistical arguments are placed. Abelson [1, p. 13] adopts
the viewpoint that “for a statistical story to be theoretically interest-
ing, it must have the potential, through empirical analysis, to change
what people believe about an important issue”. Abselson [1, p. 13] notes
that the importance of an issue contributes to its interestingness, where
importance is defined as “the number of theoretical and applied propo-
sitions needing modification in light of the new result”. The criterion
of importance is typically used to evaluate the quality of research and
good writing practice dictates that authors include some statement of
importance in their research reports.

The credibility of research, according to Abelson, should be evalu-
ated according to the soundness of the method and theoretical coher-
ence. The soundness of the method is a quality of research design and
data analyses. One of the most common problems in IIR reports is
that researchers do not provide enough detail for readers to evaluate
the credibility of the method. Without being able to understand the
experimental design and procedures, it is nearly impossible to assess the
credibility of the results. Credible results depend on a credible research
design.
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Theoretical coherence is a bit more difficult to discuss in the context
of IIR research since at present much of the research is not theoretically
based and there is a strong underlying current of applied science rather
than basic science. However, if a research claim contrasts with prevail-
ing theory or belief, then the researcher should be prepared to rule out
alternative explanations of the findings and demonstrate why the alter-
native explanation is the most parsimonious. The researcher must also
demonstrate the coherence of an alternative theory by showing that it
can explain a number of interconnected findings. The burden of proof
ultimately lies with the researcher and having statistically significant
results does not provide proof, only evidence (provided the method is
sound).



12
Validity and Reliability

Validity and reliability assessments can be applied to both the method
used to conduct the study as well as to specific measures. Validity is
the extent to which methods and measures allow a researcher to get
at the essence of whatever it is that is being studied, while reliability
is the extent to which the method and measures yield consistent find-
ings. Validity and reliability assessments are particularly important for
understanding the overall quality and limitations of a study, and ulti-
mately, the extent to which research results are believable and general-
ize. All studies can be critiqued in terms of validity and reliability and
no study will be free of validity and reliability issues. There is a tension
between validity and reliability, so optimizing both of these in a single
study is usually not possible. Although measures are technically part
of the method, these two concepts will be discussed separately, since
there are special validity and reliability issues related to measurement.
Method will be used to refer to the specific procedures used to conduct
the study and measures will refer to instruments and metrics.

There are two broad validity classes: internal validity and external
validity. Internal validity is related to the quality of what happens dur-
ing the study. One of the most common threats to internal validity is
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instrumentation which is related to the quality of the instruments and
measures. If an instrument yields poor or inaccurate data, then the
results of the study are unlikely to be valid. External validity is the
extent to which results from a study generalize to the real world. A
study may have good internal validity, but the results may be mean-
ingless outside the particular experimental situation. Thus, internal
validity is a necessary but not sufficient condition for external validity.

Certain methods are associated with certain levels of validity and
reliability, regardless of how they are executed. In addition, each indi-
vidual study will have validity and reliability issues that are specific to
how that particular study is executed. Laboratory studies are gener-
ally thought to be less valid, but more reliable than naturalistic studies.
Laboratory studies typically involve artificial situations that are tightly
controlled by the researcher. As a result, it is questionable whether the
behavior exhibited by subjects in a laboratory study is the same as the
behavior they would exhibit in a natural environment. However, with
a detailed study protocol and certain number of controls, it is possible
for each subject to experience the evaluation situation in a similar way,
so laboratory studies are generally characterized as having high reli-
ability. Naturalistic studies provide a more realistic view of subjects’
searching behaviors, but such studies are not typically controlled and
so it is impossible to ensure that each person experiences the study in
the same way.

Demand effects and reactivity are important concerns in studies
with human subjects. The research context can demand that subjects
behave in particular ways. This includes who administers the experi-
ment, where it is administered and how it is administered. One specific
type of demand effect is experimenter demand effects where the experi-
menter (either consciously or unconsciously) communicates to subjects
how they should behave. The experimenter, in most cases, knows a
lot more about the study than the subjects, including the desired out-
come. Thus, there is a danger that this knowledge is communicated
either implicitly or explicitly during the experimenter–subject interac-
tions. In some research, safeguards are put in place to protect against
this. For instance, in medical research double-blind experiments are
common. In this situation, neither the subject nor researcher knows
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who is assigned to the experimental condition. In other disciplines, it
is customary for those administering the study to be ignorant of the
goals, objectives and hypotheses of the study. It is also the case that
subjects might try to guess the purpose of the study and act accordingly
to please the experimenter even if this does not reflect their behaviors
and desires.

Reactivity refers to the situation where people know they are being
observed so they modify their behavior. One specific type of reactivity
that has been discussed and debated a lot in the behavioral sciences is
the Hawthorne effect. This is a form of reactivity where subjects change
their behaviors temporarily (usually in a positive way) because someone
is paying attention to them. While it may not be possible to control
demand and reactivity effects in all situations, the important thing is to
be mindful that they occur and take steps to prevent them if possible
since they can potentially impact both the validity and reliability of
study results.

Validity and reliability are also related to study procedures. It may
be the case that the order in which study activities are carried out
changes the validity and/or reliability of the data that is collected. For
instance, in the IIR Research Scenario, subjects were asked to indicate
their familiarities with different search topics. When this question is
asked is likely to impact subjects’ responses. If this question is asked
after subjects search, then their responses will likely be affected by
their experiences searching. In a longitudinal naturalistic study, asking
subjects to reflect on their searching activities at monthly intervals is
unlikely to yield the same kind of data as asking them to do this at
weekly intervals.

Validity and reliability can also be used to critique instruments and
measures. In most cases, instruments are used to collect data that will
then be used to create measures, so in some ways these things are
inextricably linked. Thus, these terms will be used somewhat inter-
changeable in this section. Instruments that yield qualitative data are
generally thought to be more valid, but less reliable than those that
yield quantitative data, especially with respect to eliciting information
from subjects. For instance, open-ended questions which might be used
for interviewing or as part of a questionnaire do not suggest appropriate
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answers and topics to subjects or force them to respond in a specific
way. Instead, subjects are able to provide any information they feel is
relevant and they are able to describe their attitudes and feelings in
more ways than just a number. However, it is unlikely that subjects
will respond to such questions in the same way at two points in time.

Instrumentation is one of the biggest threats to the internal valid-
ity of a study. Consider an example where a researcher uses a logger
to record what a user does while searching, but is unaware that the
logger is not really recording everything that is happening. Measures
computed from the data collected via this logger will not be valid. The
instrument and measures may actually be reliable; that is, they will
yield consistently invalid results. Thus, it is possible to have an instru-
ment or measure that yields reliable results, but not valid results. Reli-
ability is a necessary (but not sufficient) condition for validity, but the
converse is not true.

Instrumentation and measurement are two very big problems in
IIR that need increased attention. Instrumentation and measurement
are particularly tricky when studying user perceptions, attitudes and
behaviors because these things can be influenced by the process of
instrumentation and measurement (see previous discussion of method
variance). In IIR, the questionnaire is one of the most widely used
instruments for collecting data from subjects. It is well-known that
people exhibit a number of biases when responding to questionnaire
items, including social desirability responding and acquiescence. It is
also well-known that people are sensitive to characteristics of measure-
ment tools and the contexts in which they are used. Such biases are
a huge source of measurement error, which poses a serious threat to
the internal validity of a study. Despite this, most of the questionnaires
and scales that are used in IIR do not have established validity and
reliability and are often developed ad-hoc. While there are some items
and scales that appear in many studies and could be characterized as
a core question set, most of these items have not undergone any sig-
nificant validity and reliability testing. They have become the core by
default rather than because of their specific properties.

Theoretically, the validity and reliability of all measures should be
established. This is not a trivial endeavor and requires a number of
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studies designed exclusively around the measure. Practically speaking,
the majority of IIR measures do not have demonstrated validity and
reliability, although many have face validity. With respect to measure-
ment, four major types of validity can be evaluated: face validity, pre-
dictive validity, construct validity and content validity. Face validity is
not evaluated formally, but is related to whether the measure makes
sense and is acceptable to a community of researchers. For instance,
using shoe size as a measure of system usability has no face validity —
it does not make sense to use such a measure as a surrogate for usabil-
ity. Face validity, in many ways, is socially constructed and dependent
on researcher consensus.

Predictive validity is the extent to which a measure predicts a per-
son’s behavior. For instance, if a person scores high on a college entrance
exam, we would expect that person to do well in college. Thus, predic-
tive validity looks at the relationship between the item used to measure
a behavior and the behavior itself. Construct validity is the extent to
which a measure makes sense within the context of other measures that
are related to it. For instance, if a researcher develops a new item for
measuring ease of use, responses to this item should be in accord with
responses to other related items about ease of use. If there are five other
ease of use items, responses to the new item should classify the system
in a way similar to the other items. Otherwise, they are probably not
all measuring the same thing. Finally, content validity is related to the
extent to which a measure covers the range of possible meanings of the
concept that it is purported to measure. Usability offers another good
example to illustrate this type of validity — if we only used a single
item to measure usability this measure would not have good content
validity because the concept of usability is known to be complex and
multi-faceted.

While validity is primarily concerned with whether or not a mea-
sure adequately captures the essence of a concept, reliability is pri-
marily concerned with whether or not the measure yields consistent
findings. Issues of reliability are complicated in situations where data
is self-reported by subjects and where the researcher is the instru-
ment. In these situations, personal bias, response bias, memory and
demand effects can impact reliability. One of the best approaches to
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measurement is to use instruments with established reliability. Many
behavioral science disciplines have collections of established measures,
some of which will be more or less appropriate to IIR depending on
the focus of the study. There are some usability scales and measures
that have established reliability in the human–computer interaction and
business information system literatures. However, the appropriateness
of these measures to IIR systems should be closely evaluated; it is likely
that there are other things that need to be evaluated in the IIR situa-
tion, so the measures may actually lose some of their content validity
when applied to IIR.

There are many ways to explore and establish the validity and reli-
ability of measures, but a discussion of these techniques is beyond the
scope of this paper. If a researcher is interested in establishing a new
method or measure, further reading about different techniques is rec-
ommended (see [105, 286]).



13
Human Research Ethics1

Any research that involves human subjects necessarily requires some
special ethical considerations. While ethical guidelines vary greatly
from country to country and even from institution to institution, the
goal of this section is to present general ethical issues that are rele-
vant to IIR research and to stimulate more serious discussion of these
issues.

Discussions of research ethics, especially in an international context,
are difficult because ideas of what is right and wrong are fundamentally
social constructs and can vary widely from culture to culture. Many
countries do not have ethics review boards. Moreover, formalized ethics
review processes are often viewed negatively by many researchers.
Some view the ethics review process as mere institutional bureau-
cracy. Some assume that there are no ethical issues associated with IIR

1 Much of what is presented in this section is based on my participation on the Institutional
Review Board (IRB) at the University of North Carolina. Through this participation,
I engage regularly in discussion, debate and reflection about the ethics of a wide-variety
of research studies and procedures. It should come as no surprise that I am a strong
proponent and defender of human research ethics and IRBs. This perspective will be clear
in this section. It is also important to note that this paper is written from the perspective
of an academic researcher working in the United States.
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research since subjects are not being injected with fluids or consum-
ing experimental medicines. In most cases, chances of physical harm to
subjects in IIR evaluations are practically non-existent, but this does
not mean that the ethics of IIR research should not be reviewed or
that no risks exist. The principle risk to subjects in IIR evaluations
is psychological harm. For example, a subject who is unable to use a
retrieval system successfully may become distressed or leave the study
feeling like a failure.

Providing the best possible protection to human subjects should
be taken seriously since research would not be possible without them.
We should be proactive with respect to evaluating the ethics of
our own research and not wait for someone else to identify possible
problems. As researchers, we have a responsibility to monitor our
actions critically and develop ethical standards and principles for our
specific research context.

13.1 Who is a Human Subject?

All of the studies depicted in Figure 2.1 with the exception of those at
the systems end involve human subjects. A human subject is defined
by US Federal Regulation as “a living individual about whom an inves-
tigator conducting research obtains (1) data through intervention or
interaction with the individual, or (2) identifiable private information”
(45 CFR 46.102(f)). Thus, according to the first part, all studies that
involve humans — whether humans are studied directly or helping to
develop research infrastructure by providing relevance assessments —
are obliged to be reviewed. One might argue that a study where people
provide relevance assessments is not the same as a study where humans
are given experimental drugs or a study where humans’ search behav-
iors are logged. Of course, these types of studies are not the same,
but what is common is that each study cannot be done without the
participation of humans. One might also argue that the point of one’s
IIR study is to evaluate the system and not the person, but this is
missing the point — if you are using people to evaluate your system
then you are necessarily studying search behavior and therefore have
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an obligation to protect your participants’ welfare.2 Even the rights of
TREC assessors must be protected!

13.2 Institutional Review Boards

The primary way that research involving human subjects is reviewed in
the United States at academic institutions is via Institutional Review
Boards (IRBs). The main purpose of IRBs is to “protect the rights
and welfare of research subjects and to function as a kind of ethics
committee focusing on what is right and wrong and on what is desirable
or undesirable. The IRB is thus required to make judgments about what
individuals and groups ought to do and how they ought to do it” [8,
pp. 7–8].

Many countries have bodies similar to the IRB, especially for med-
ical research, and there are two international documents that dis-
cuss research ethics, the Nuremberg Code3 and the Declaration of
Helsinki.4 Although the Nuremberg Code was a response to so-called
medical research by Nazi physicians, it has some important things to
say about how subjects should be treated generally. Specifically, the
Code articulated the requirement for voluntary and informed consent,
a risk/benefit analysis that favored benefits, and the right to with-
draw from the study without penalty. These three requirements form
the basis of the current review process and researchers are obliged to
make provisions to ensure that these things are met, regardless of the
risks involved through participation. The Declaration of Helsinki, which
was drafted in 1964 by the World Medical Association, extended the
Nuremberg Code. This Declaration extended the Code by stating that
the interests of the subject should always be given a higher priority
than those of society.

In the United States, there is great variability in how differ-
ent Boards operate, but there are some fundamental policies and
procedures that IRBs must adhere to that are mandated by the

2 Review happens at many different levels and research that only has humans make relevance
assessments would likely be exempt from extensive review.

3 http://www.ushmm.org/research/doctors/Nuremberg Code.htm
4 http://www.wma.net/e/policy/17-c e.html
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National Research Act of 1974. IRBs are formally defined by a fed-
eral regulation that describes how government agencies must operate.
Since many institutions accept funding from the federal government,
they are required to follow the federal regulation to institute ethics
review boards to ensure the welfare and protection of human subjects.
Regardless of whether a researcher accepts federal funding or not, most
academic institutions require review of all research involving human
subjects.

The National Research Act of 1974 was passed in response to a
series of unethical events involving research with human subjects and
the growing concern that human subjects were being exploited and
harmed regularly in research. This response was not only motivated by
events in medical research, but also research in social and behavioral
sciences. The National Research Act of 1974 defined IRBs as they are
currently known and established the policies and procedures that such
Boards must follow when reviewing research proposals. The Act also
resulted in the creation of the Belmont Report which identified three
primary ethical principles that should guide the conduct of research
with human subjects [228]. These principles form the basis of rules
and regulations IRBs in the United States use to evaluate the ethics of
research proposals.

13.3 Guiding Ethical Principles

The Belmont Report established three principles: (1) respect for per-
sons (2) beneficence, and (3) justice. These principles are only pre-
sented briefly in this paper and it is important to note that the issues
related to each principle are much more complex and nuanced than this
presentation permits.

Of the three principles, respect for persons is the one with which
IIR researchers should be most concerned. Respect for persons incor-
porates two ethical convictions. First, individuals should be treated as
autonomous agents, and second, persons with diminished autonomy are
entitled to special protection. In other words, people should be able to
exercise free-will with respect to both joining and exiting a study, and
people who are in positions where this free-will might be compromised
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should be given special attention (e.g., those who have cognitive disabil-
ities, children, prisoners, and those with very low education). Dimin-
ished autonomy can also be a function of the person’s relationship with
the researcher. For instance, if a researcher is also a teacher, students in
the researcher’s class are said to have diminished autonomy because of
the researcher’s role as teacher — the teacher has a conflict of interest,
and the student may feel coerced. Asking one’s students to be study
participants is viewed by many as unethical. Coercion is anything that
compromises a person’s ability to exercise free-will and act voluntar-
ily. This further includes offering unjustifiably large sums of money to
study subjects.

Many of the issues related to respect for persons are codified in
the consent form that subjects sign. The consent that is obtained from
subjects is referred to as informed consent, which means two things:
subjects are told explicitly what will happen during the study and sub-
jects agree to this. Being informed, of course, means that subjects are
provided with enough information to make a reasonable choice about
whether to participate. This includes letting subjects know how many
others will participate (e.g., being 1 of 60 is different from being 1 of 5).
It is also important to let people know that they are free to withdraw
their participation at any time without penalty and ask that their data
be deleted. If compensation is provided, then it should be made clear
how this will be handled. Although it is rarely the case that subjects
withdraw from IIR studies, it is nevertheless important to let them
know that they have this right.

The consent form should also describe to subjects how their pri-
vacy will be protected and how confidentiality will be maintained.
Researchers have an obligation to protect the privacy of their sub-
jects. A breach of such privacy has the potential to put subjects in
harm’s way by compromising “a person’s reputation, financial status,
employability, or insurability, or in some way result in stigmatization
or discrimination” [8, p. 28]. It should be clear to subjects in the con-
sent form how their data will be used and how it will be protected
since a breach may have serious consequences. It is often difficult for
a researcher (or subject) to predict how a breach will be harmful, so
great care should be taken to protect data even when it is viewed as
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relatively harmless. Things change over time, which is another thing
that makes research ethics complex and continual review necessary.

Two of the best ways to protect subjects’ privacy is not to associate
their names with the data (i.e., do not write a subject’s name on the
top of a questionnaire), and as soon as the study is finished delete all
records containing subjects’ names and other identifiable information,
such as email addresses. In most IIR studies, there is no reason to
maintain records containing identifiable data. In many cases, the only
record linking subjects to a specific study is the signed consent form.
Because of this, many IRBs grant a waiver of written consent for studies
that involve minimal risk to subjects. Instead of completing a written
consent form, subjects are presented with what is called an information
sheet, which looks nearly identical to a written consent form, except
that it does not have a place for the subject and researcher to sign
their names. Researchers can afford subjects with the most protection
by not keeping any record of their participation.

Beneficence is concerned with the well-being of research subjects.
At the core of this principle is the notion that subjects should not be
harmed. A risk/benefit analysis of the potential risk of harm to subjects
and the potential benefits of the research is usually conducted. Often,
individual subjects do not benefit directly from participating in a study
(note that receiving compensation is not a benefit) and benefits are
often discussed at a societal level. It is uncommon in IIR evaluations for
individual subjects to benefit directly from their participation, although
it is conceivable that subjects might learn how to be better searchers.
Societal benefits — i.e., helping to create better information access
systems — are usually the biggest benefit of IIR evaluations. Although
most IIR studies do not involve great risk of harm, it is important
to consider the psychological risks associated with participating in a
study, as well as the risks involved with a breach of privacy once the
data have been collected.

Another issue related to beneficence is the quality of a research
project: if a project is so poorly designed that it results in invalid and
unreliable data, is this an ethical concern? Although the answer to
this question is debatable, it can be viewed as an ethical concern since
subjects have been put at some risk (however minimal) through their
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participation with no possibility of benefit (even to society) and, more
importantly, their time has been wasted. Of course, all studies have
flaws. Many studies fail to support research hypotheses, so “waste” both
subjects’ and researchers’ time inadvertently. The issue is whether the
researcher has done everything to ensure that the study design is the
best possible before commencing. When little or no effort or thought has
been put into planning and testing a study method, then the question
of whether the researcher has violated ethical obligations to subjects
can be asked.

The final principle is justice, which is related to who bears the bur-
den of the research and who is able to benefit from it. This principle
addresses the practice of targeting and recruiting vulnerable subjects,
such as poor, uneducated people or people with diminished autonomy,
such as prisoners. Although this principle is usually not an issue in IIR
studies, we can consider the implications of only studying a particular
group of subjects — for instance, university students. While university
students arguably bear the heaviest burden in IIR studies (especially
for those conducted in academic settings), they are also likely to bene-
fit from this research in the long-term. However, other, less frequently
studied groups might also be able to contribute to what we know about
IIR. If these users are not studied, then we may miss the needs of these
groups and eventually fail to incorporate these into the IIR systems
and techniques we develop.

13.4 Some Specific Concerns for IIR Researchers

In addition to some of the general concerns for researchers presented
in the preceding section, there are special issues related to the IIR
research context that deserve mention. These are issues which will
likely be discussed in more detail in the upcoming years. The first issue
is related to user privacy and search logs [136]. Each type of logging
situation presents a different set of concerns. Although many read-
ers will automatically think of the large search logs amassed by search
engine companies, logging is a part of most IIR studies and logs contain
varying amounts of personal information, which when released might
cause harm to users. The logs generated by users who are evaluating
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an experimental IR system on a closed corpus with assigned tasks are
probably the least risky. As the nature of the study changes from closed
corpora and assigned tasks to the open Web and natural tasks, the
risk of harm and privacy violations increases and the researcher has a
greater responsibility to protect the data and subjects.

In 2006, AOL released search log data to the public and it was imme-
diately clear that individual users could be identified through deductive
disclosure [118]. The people at AOL probably had good intentions —
they were, after all, releasing a large data set that could be used by
researchers — but this case highlighted the sensitivity of search log
data and how relatively easy it is to reconstruct individual identities
by putting together lots of smaller pieces of information. The problem
of deductive disclosure is challenging and was addressed in part by a
workshop on query log analysis at the World Wide Web Conference in
2007 [10]. Example research from this workshop include a discussion of
query log anonymization and solutions [2], and an analysis of query logs
with a focus on privacy and the applicability of using existing privacy
guidelines such as HIPAA5 [298]. There is a desire to share collections
and shared collections have traditionally been an important part of IR
research. However, the de-identification process is much more compli-
cated with personal data and it is likely that more work will need to
be done on the anonymization process before such data can be made
publicly available.

There are other ethical issues related to logging user interactions
that are less obvious. First, consider the principle of informed con-
sent — when users accept cookies or agree to conditions of use for
search engine plug-ins, are they really giving informed consent [196]?
Are such agreements clear about how much privacy the user gives up
when using particular Web sites or search engines? Furthermore, while
users typically grant permission for researchers to log their interac-
tions, there are many interactions that involve more than one person
and third-party disclosure becomes an issue. For instance, a researcher
who studies retrieval of email messages may obtain permission from a
set of users to log their email, but it is unlikely that the researcher will

5 http://www.hhs.gov/ocr/hipaa/
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obtain permission from all people sending that user email. A similar
thing can be said for the use of personal photo and video collections —
such items typically contain images of a lot of people. There are also
other issues with regard to what people search for and look at online.
Researchers who do survey research are required to provide assistance
to subjects if they respond in certain ways to certain questions, for
example, questions assessing suicidal ideation. What if a subject looks
at documents about suicide or bomb-making? Do we have any special
ethical obligations to the subject or to society?

Another set of ethical issues stems from crawling and using postings,
comments, messages, reviews, interactions, etc. that have been created
by users — for instance, as part of myspace.com, amazon.com, and in
other environments that promote social interaction. Some of the first
researchers to study internet groups and online communication were
from the communication and sociology fields [85, 98, 214, 252, 289]).
These researchers discovered that collecting and analyzing data that
people post online in “public” venues was not as straightforward as
it seemed; many people who posted messages became upset with how
their messages were used and repurposed. Other controversial methods
involved researchers joining groups as legitimate participants only to
gather data for research. Although it is likely to change in the future,
current review boards first question whether the site or service has any
policy that forbids research-related activities, and then looks at the
extent to which users have to authenticate to participate. There is often
a distinction made between public and private when authentication is
required because it can potentially change users’ expectations about
how their information will be used and who will consume it.

Another important issue that has not been discussed much in IIR
is the life and death of data. Historically in IIR, data sets have been
retained infinitude because collecting data from users has always been
very time-consuming. Indeed, one of the benefits of conducting an IIR
study is the collection of a data set that can be used for future investi-
gations. One implication of keeping data sets for perpetuity is that data
sets will outlive the researchers who assemble them. Most researchers
do not have a specific plan for what will happen to their data sets
over the course of their lifetime and subjects do not always have clear
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expectations about how long their data will exist and how this may
affect them in the future. Ultimately, the researcher is responsible for
protecting the data throughout its lifetime (even if this exceeds the
lifetime of the researcher) and should articulate in writing a life-plan
for the data. With the emerging institutional repository movement at
universities, researchers should also think of the implications of turning-
over data sets to be stored in such repositories, especially with respect
to ownership. If a researcher leaves a particular institution, the data
set might have to be left behind. The emergence of institutional repos-
itories and cyber-infrastructure will likely change how proposals are
reviewed, how researchers communicate with subjects and how data
are stored and protected.

Videotaping subjects also presents special ethical issues [189]. In
the past, traditional video recorders were used to capture computer
screens while subjects engaged in IIR. Typically such cameras were
placed behind the subject and the back of the subject’s head was usu-
ally visible on the recording. In some cases, the side of the subject’s face
was also visible. This necessarily changes the risks because the videos
contain the likeness of the individual and as long as the videos exist,
subjects will be identifiable. Most review boards require researchers
to get additional permission from subjects to videotape, which allows
subjects to opt-out of the videotaping. Today, most screen recording
software allows researchers to record the screen of the computer with-
out recording the subject’s likeness. However, video recordings are still
in use in many studies for other types of observations. Special consid-
erations also need to be made with respect to audio recordings which
are often made during interviews since a person’s voice is recorded and
it could be used to identify the person. Thus, if audio recordings are
captured transcriptions should be made as soon as possible and the
tapes destroyed to provide the most protection.

There have been a number of IIR studies that involve deception —
subjects are lead to believe one thing about what is going on in the
study, but in reality another thing is happening. These studies are not
usually traditional IIR evaluations, but experimental studies that are
more focused on behavior. Examples of deception include manipulat-
ing the order of search results, telling subjects that they are using a
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particular system when they are not and giving false feedback. Most of
the deception involved in IIR studies can be considered minor. Regard-
less, study proposals that involve deception are looked at more carefully
by IRBs because they involve more risks. Moreover, the informed part
of the consent process is compromised since researchers are unable to
obtain consent regarding deception. One essential element in studies
that involve deception is a debriefing at the end of the study to let sub-
jects know the real purpose of the study and to describe the deception
that was involved. Subjects should always be given an opportunity to
ask questions at the end of the study and to withdraw their data if
they wish.

A final ethical concern for IIR researchers is the extent to which
ethics should be considered when reviewing manuscripts for publica-
tion. In some disciplines, it is common for researchers to include in
published manuscripts the IRB approval number or a statement about
how the ethics of the study were evaluated. In IIR, it is taken in good
faith that researchers abide by ethical principles and requirements, but
where, when and how are such ethical principles communicated and
acquired? What guidelines are taken to be the standard? How are
young researchers educated about ethics? Ethical responsibilities in
general have not extended beyond local review of individual studies.
However, it may be the case that ethics review will need to happen
at different levels of the research process. Consider research that has
been published using the data set released (and retracted) by AOL. Is
it ethical to use this data? Should our community publish reports that
use this data? If the answer is no, then how should we monitor this?
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Outstanding Challenges and Future Directions

This paper provided background information about IIR and guidance
about how to design and conduct IIR evaluations. However, there were
many topics that could not be discussed directly and there are also
many outstanding challenges.

14.1 Other Types of Systems

This paper focused on traditional text retrieval systems, although there
are currently a great number of systems that support retrieval of dif-
ferent types of information objects including images, video, audio, and
personal information; varying types of textual units such as answers
and passages; varying languages; and varying devices. There are also a
number of systems that use experimental visualization techniques and
offer support for a broader range of information-seeking activities (e.g.,
saving and sorting results). While many of the basic techniques pre-
sented in this paper can be applied to different types of IIR systems
and use scenarios, each have their own special set of concerns that
must be addressed since the nature of the objects being retrieved and
the information needs and purposes behind search vary.
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Multimedia search includes image, video and audio. One interac-
tion that is very different in these types of systems from traditional
text retrieval systems is querying. While in text retrieval systems the
objects that are being retrieved match the method of querying, in mul-
timedia systems querying is still often limited to text which does not
necessarily match the form of the objects being retrieved. Furthermore,
notions of aboutness and relevance can be even more problematic in
these settings than in traditional text-based settings. Although not
technically a part of multimedia search, interfaces that use experimen-
tal visualization techniques also require special consideration [156].

Personal information management (PIM) focuses on a variety of
media types, including self-created objects and email, and a variety
of specialized tasks such a re-finding and information organization
[86, 155]. PIM is an ongoing activity often done in anticipation of
future actions (such as re-finding information objects) or expected uses
(such as sharing information objects). Because PIM is concerned with
information classification and retrieval, it has many things in com-
mon with IIR. However, two important differences are that a variety
of types of information objects and systems might be examined in a
single study and that the information is personal. The implications of
this are that evaluations often have to be more flexible and tailored
to individuals and carried out in naturalistic settings. This makes it
more difficult to study causal relationships and to identify findings that
generalize.

There are also many sub-areas of IIR that investigate how users
search in environments where smaller units of information are retrieved,
such as XML fragments, answers, passages and summaries, and where
larger units of information are retrieved such as books. Interactive
retrieval of documents marked with XML has received considerable
attention in the past few years, most notably through the INEX
workshop series (e.g., [176, 273]). In these studies, researchers must
accommodate search of parts of documents rather than the whole and
understand how users make sense of these various fragments. Research
investigating interactive question–answering is also emerging as an area
that has many interesting opportunities for IIR researchers. Some stud-
ies have been done to investigate users’ preferences for answer sizes
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[179] and to develop evaluation methods and measure for interactive
QA systems [127, 164, 169], but in general, less is known about how
people interact with and use QA systems. Many QA systems use nat-
ural language dialogue to facilitate interaction, which adds another
dimension to the evaluation. Summarization technology is developing
rapidly and there is no reason to expect that interactive, user-centered
evaluations will not be of interest to researchers in this community.
Finally, the success of a recent SIGIR workshop on book search [160]
has demonstrated a renewed interest in a domain that is rooted in
interactive IR evaluation [83].

Another area where there is quite a lot of systems-centered research,
but not much user-centered research is cross-language retrieval,
although several researchers have made contributions to this area
[204, 211]. Cross-language retrieval is not as widespread and common
as the other types of retrieval discussed in the preceding paragraphs,
so it is hard to identify search tasks and contexts. However, cross-
language retrieval is an important and relevant task to many, most
notably government intelligence officers. In addition, there are research
programs whose goal is to bring together numerous technologies, includ-
ing summarization, multimedia and cross-language into a single sys-
tem and some preliminary reports of user-centered evaluations of these
systems [300].

This paper did not address evaluation issues associated with adap-
tive systems and other systems designed to personalize interactions.
These types of systems are particularly difficult to evaluate because
usually they are designed to be used over long periods of time. A sin-
gle search session of the kind that typically happens in a standard IIR
study simply does not allow such systems to realize their potential.
Since search is personalized to individuals, it is also difficult to set-up
a general evaluation framework for all subjects. Social search systems
are also showing great promise, but introduce additional considera-
tions. In particular, the cold-start and data sparsity problems must be
addressed before evaluation can take place. However, once these prob-
lems are addressed, many aspects of the standard IIR evaluation model
can be applied. With respect to experimental studies of search behav-
iors, social search creates many opportunities for researchers to test and
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apply theories from social psychology to better understand behavior in
this context.

Collaborative IR systems that support group information-seeking
and retrieval have emerged recently as a popular area in IR (see [102] for
an overview; [153, 199]). Researchers in computer supportive coopera-
tive work (CSCW) and educational technologies have studied systems
that support collaborative work for some time. While the research from
these areas can provide guidance on the design of studies for collabo-
rative IR, there are also a number of issues specific to the IR situation
that will need to be addressed. Again, some elements of the standard
IIR evaluation model might be effective in this context, but the danger
is always that an overuse of such models prevents the development of
more appropriate models. There is also an additional type of interac-
tion that must be accounted for — the interaction between the people
engaged in collaboration. The future will likely involve not only the
development of novel systems for collaborative IR, but also novel evalu-
ation methods and measures, which might be rooted in communication
theory and social psychology.

Finally, the evaluation and study of mobile information-seeking and
retrieval also introduces its own special issues [109]. The information-
seeking needs and behaviors of users, the situations in which searching
takes place and the nature of the device and hardware make this type
of retrieval different from standard, non-mobile text search.

14.2 Collections

Sharable collections have played an important role in IR and IIR eval-
uation, but most of the collections that have been used in IIR studies
test their limits in terms of generalizability and usability. TREC col-
lections have been used widely in IIR evaluations, but as described
earlier, researchers must make some simplifying assumptions about the
nature of relevance, the generalizability of relevance assessments and
appropriateness of assigned search tasks.

There are several possible directions that IIR research can take
with respect to developing shared collections. The first is to deter-
mine how collections developed for systems-centered evaluation can be
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better used in IIR evaluations. This involves engaging with a number of
perennial problems in IIR, including the nature of relevance. The sec-
ond direction is to create new collections that contain some elements
of traditional collections, such as a corpus of documents, but that also
contain new elements that are specific to the interactive retrieval situa-
tion. Voorhees [287] discusses the difficulties of creating a test collection
for adaptive information retrieval.

The third direction is to develop task sets that can be used in differ-
ent situations. While researchers often use TREC topics as search tasks,
a larger variety of tasks that systematically vary across a number of
attributes (e.g., difficulty and specificity) would greatly facilitate eval-
uation and experimentation. The development of shared tasks is more
than just penning them. Like any instrument, tasks should undergo a
number of tests to ensure that they are representative of the attributes
they are purported to embody, that they can be used consistently across
a number of situations and that users interpret the tasks in expected
ways.

A final direction towards shared collections is shared data sets,
which may or may not conform to the traditional definition of a collec-
tion. This includes large scale query log data collected by search engines
and other large organizations, as well as data collected by researchers
who focus on smaller-scale laboratory experiments. Search engine com-
panies in particular, have made some efforts to share log data. More
successful examples involve controlled sharing through personal rela-
tionships, competitive grant programs for academic researchers and
more recently, specialized workshops (e.g., Workshop on Web Search
Click Data1). Sharing with fewer restrictions and across more circum-
stances may be on the horizon, but privacy issues will likely dictate
that some restrictions will always apply.

Many academic researchers have collected detailed log data, often
supplemented with self-report and interview data, from subjects which
can also act as a type of shared collection. These data sets typically
involve few subjects, but contain rich contextual data about needs and
behaviors. Some of these data sets are collected in the context of Web

1 http://research.microsoft.com/∼nickcr/wscd09/
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search, while others are collected as part of evaluations of experimen-
tal systems. Although there is not a strong tradition or incentive to
share such data sets2 and no real infrastructure to support sharing, a
data repository would support numerous kinds of research, including
classic IR and IIR, as well as meta-analysis, systematic review, and
comparative and historical analysis.

14.3 Measures

One of the most significant measurement challenges is developing per-
formance measures that can be used in interactive search scenarios.
There are a number of standard evaluation measures available to those
conducting systems-centered IR studies. Many of these have been
used in IIR evaluations, but in most cases, the assumptions under-
lying the measures do not match what happens during interactive
searching. Most of these measures assume stable, independent, binary
relevance. In interactive search situations, relevance assessments can
change throughout the search session and vary based on the presen-
tation order of documents, as well as other contextual factors such as
the user’s familiarity with the search topic. In interactive situations,
relevance assessments are rarely binary and are made by many users
(not just a single assessor) who do not always agree on what is rele-
vant. Furthermore, many standard IR evaluation measures are based
on a one-to-one correspondence between a query and topic, and only
accommodate a single search result list for any given topic. In inter-
active search scenarios, users typically enter many queries during a
search session and view a number of search results lists. This situation
introduces a variety of issues including duplicate search results. The
work on discounted cumulated gain [149, 150] represents an impor-
tant step towards the development of performance measures that are
better suited to interactive searching, but more measures are needed,
especially those that reflect session-based performance.

2 The American Psychology Association [9, p. 354] includes as an ethical principle of
scientific publishing that researchers maintain their data sets for at least five years after
publication and make them available to journal publishers and other researchers who might
question the findings and/or want to replicate the study.
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Better methods for eliciting evaluative data from subjects are also
needed. One approach to obtaining better evaluative data from sub-
jects is to identify indirect measures or subsidiary measures that are
highly correlated with measures of interest. An example of this is Czer-
winski et al.’s [66] subjective duration assessment which was described
earlier. Indirect measures are a potentially useful way to address some
of the problems with self-report measures, even though many actually
rely on self-report. For instance, Czerwinski et al. [66] asked subjects
to estimate how long it took them to complete tasks (self-report) and
used the differences between these estimates and the real time to deter-
mine task difficulty. The underlying assumption is that if subjects were
asked to directly respond to a question about task difficulty, that these
responses would likely be subject to response bias. It is important to
note that the establishment of indirect measures requires careful and
thorough investigation. Such measures must be evaluated rigorously
against some gold standard, which is often challenging to elicit and/or
determine. For instance, to link the discrepancy between a user’s time
estimate and the actual time with task difficulty requires some base-
line measure of task difficulty. The use of the dual monitoring task by
Dennis et al. [72] also represents an attempt to use an indirect method
for understanding more about subjects’ experiences.

Eye-tracking data provides another source of information that can
be used to create evaluation measures. Researchers have studied eye
movements for well over 100 years — initially in the fields of cognitive
psychology and physiology and later in the field of human–computer
interaction [143]. Jacob and Karn [143] attribute the first use of eye-
tracking in human–computer interaction to Fitts et al.’s [96] study of
the movements of airplane pilots’ eyes as they used cockpit controls; eye
movements were recorded using motion picture cameras. Today, there is
better equipment and better theoretical frameworks for understanding
eye movements, although there have only been a few studies that have
used eye-tracking in IIR research (e.g., [152, 222]). Although the equip-
ment is clearly better today than in the past, it is still expensive and
awkward for subjects. Even with the best equipment, subjects often
need to sit very still, which can be difficult when searching for mul-
tiple tasks during a one hour period. Another difficulty is that large
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amounts of data are generated — it can be difficult to analyze and
make-sense of this data. However, eye-trackers provide more refined
information about how a subject experiences an IIR system and con-
ducts information-seeking and retrieval. This includes more detailed
information about which parts of documents subjects view and if sub-
jects cognitively engage with a particular feature or object even when
there is no observable log action such as a click. Lorigo et al. [184] pro-
vide an overview of eye-tracking and online search and identifies future
research directions.

Emotional and affective measures are likely to play an increasingly
important role in IIR evaluation. The notion of affective computing has
been around for quite some time in the human–computer interaction
literature [212], but has not made its way to IIR research [157]. There
are certainly studies of users’ emotions and affective states during the
information-seeking process (e.g., [174]), but researchers have yet to tie
specific emotional responses to particular IR interactions and states.
Arapakis and Jose [12] recently conducted a study which documented
the range of emotions that subjects experience while engaged in labora-
tory IR tasks. While the ultimate goal of this work is to use emotions
as feedback for retrieval, the work suggests that emotional or affec-
tive measures might be useful for evaluative purposes. What remains is
for someone to develop a theoretical framework for understanding how
emotions and affective responses can be used as evaluative feedback
and how one might reliably capture such information, whether through
facial recognition software or self-report. In addition to measures of
affect and emotion, Hassenzahl et al. [124] discuss the notion of hedo-
nic quality. Hedonic qualities are qualities such as originality, aesthetic
appeal and innovativeness that do not necessarily have any relation to
the task the system is designed to support or the system’s performance,
but that still contribute to people’s experiences and evaluations.

Physiological signals, such as heart rate and perspiration are also
potentially rich sources of data about users’ experiences and reactions
during IIR. Researchers in many disciplines have investigated the rela-
tionship between human physiological signals and emotional and men-
tal states. In IIR, such signals might be used as evaluation measures or
implicit relevance feedback. Equipment for measuring basic signals such
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as skin response and heart rate are relatively inexpensive. Although
such equipment is not a normal part of most users’ workspaces, physio-
logical sensors are increasingly available and it is not difficult to imagine
a world where these types of sensors are a normal part of people’s lives.
As with eye-tracking data, the biggest challenge with physiological data
is analyzing the large number of signals and understanding what they
really mean.
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Conclusion

Reflecting on three decades of IR research, Robertson [220, p. 447]
notes, “In the end, any experimental design is a compromise, a mat-
ter of balancing those aspects which the experimenter feels should be
realistic with those controls which are felt to be necessary for a good
result”. Similarly, research design in IIR is about making choices; the
primary goal of this paper was to catalog and compile material related
to methods for the evaluation of interactive information retrieval sys-
tems into a single source to help researchers make more informed design
decisions. Robertson [220, p. 447] continues, “a field advances not by
deciding on a single best compromise, but through different researchers
taking different decisions, and the resulting dialectic”. The intent of this
paper is not to suggest that there is a single best evaluation method
or even that evaluation is the only useful type of IIR research — IIR
is more than system evaluation and retrieval effectiveness. IIR requires
pluralistic approaches and methods. A single, prescribed model would
be deleterious.

Despite the length of this paper, many of the presentations were
brief; it is hoped that this paper will provide a foundation around which
others can discuss methods for studying IIR. This includes the creation
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of more detailed reviews of some of the topics discussed in this paper
such as IIR history, measures and ethics. People have varying opinions
about how IIR evaluation should be conducted. The content of this
paper represents one such opinion that is informed heavily by the liter-
ature, the author’s research experiences and an academic background
that is rooted in the behavioral sciences. IIR blends behavioral and
computer sciences in an effort to study very complex activities: infor-
mation search and retrieval. It can be difficult to negotiate these two
research traditions and uphold their respective research standards all
while maintaining scientific integrity. The length of this paper reflects
the complexity, difficulties and nuances of studying IIR and demon-
strates why more serious scholarship devoted specifically to methods
and measures is needed to further IIR research.
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