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Backgrounds 

• Question Answering (QA) systems answer natural language 
questions.
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Google Now Apple Siri Amazon Alexa Microsof CortanaIBM Watson



Why QA

• QA application:
• One of the most natural human-computer 

interaction

• Key components of Chatbot, which attracts 
wide research interests from industries

• QA for AI:
• One of most important tasks to evaluate the 

machine intelligence: Turing test

• Important testbed of many AI techniques, 
such as machine learning, natural 
language processing, machine cognition

kw.fudan.edu.cn/qa

Turing test



Why KBQA?

More and More Knowledge bases are created

• Google Knowledge graph, Yago，WordNet, FreeBase, Probase, NELL, CYC, DBPedia

• Large scale, clean data 

kw.fudan.edu.cn/qa

A piece of knowledge base, which consist of 

triples such as   (d, population, 390k)
The boost of knowledge bases



How KB-based QA works?

• Convert natural language questions into structured queries over 
knowledge bases.

• Key: predicate inference

How many people live in Honolulu? SPARQL

Select ?number

Where {

Res:Honolulu

dbo:population ?num

}

SQL

Select value

From KB

Where subject=‘d’ and 

predicate=‘population’
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Two challenges for predicate inference

• Question Representation 
• Identify questions with the same semantics

• Distinguish questions with different intents

• Semantic matching
• Map the question representation to the predicate in the KB

• Vocabulary gap
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Weakness of previous solutions

• Template/rule based approaches
• Questions are strings

• Represent questions by string based 
templates, such as regular expression

• By human labeling

• PROs: 
• User-controllable

• Applicable to industry use

• CONs: 
• Costly human efforts.

• Not good at handling the diversity of 
questions.

• Neural network based approaches
• Questions are numeric

• Represent questions by numeric 
embeddings

• By learning from corpus

• PROs:
• Feasible to understand diverse 

questions

• CONs:
• Poor interpretability

• Not controllable. Unfriendly to industrial 
application.
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How to retain advantages from both approaches?



Our approach

• Representation: concept based templates.
• Questions are asking about entities
• Interpretable
• User-controllable

• Learn templates from QA corpus, instead of manfully construction.
• 27 million templates, 2782 intents
• Understand diverse questions
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System Architecture

• Offline procedure
• Learn the mapping from templates to 

predicates: P (p|t),

• Input: qa corpora, large scale taxonomy, KB

• Output: P(P|T)

• Online procedure
• Parsing, predicate inference and answer 

retrieval

• Input: binary factoid questions (BFQs)

• Output: answers in KG 



Problem Model

• Given a question q, our goal is to find an answer v with maximal probability 
(v is a simple value)

• Basic idea：We proposed a generative model to explain how a value is 
found for a given question, 

• Rationality of probabilistic inference
• uncertainty (e.g. some questions’ intents are vague)
• Incompleteness (e.g. the knowledge base is almost always incomplete), 
• noisy (e.g. answers in the QA corpus could be wrong)

corpusm ay bew rong),w ecreateaprobabilistic m odelforQ A over
a know ledge base below. W e highlight the uncertainty from the
question’sintentto the know ledge base’s predicates [18]. Forex-
am ple,the question “w here w asBarack O bam a from ”isrelated to
atleasttw o predicatesin Freebase:“placeofbirth”and“placelived
location”. In D Bpedia,who founded $organization? re-
latesto predicatesfounder and father.

PR O B LEM D EFIN IT IO N 1. G iven a question q,our goalis to
find an answerv with m axim alprobability (v isa sim ple value):

arg m ax
v

P (V = v|Q = q) (1)

To illustrate how a value is found for a given question, w e
proposed a generative m odel. Starting from the user question q,
w e firstgenerate/identify its entity e according to the distribution
P (e|q).A fterknow ing the question and the entity,w e generate the
tem plate t according to the distribution P (t|q,e). The predicate
p only depends on t,w hich enables us to inferthe predicate p by
P (p|t).Finally,given the entity e and the predicate p,w e generate
the answ ervalue v by P (v|e,p).v can be directly returned orem -
bedded in anaturallanguagesentenceastheansw era.W eillustrate
the generation procedure in Exam ple 1,and show s the dependen-
cy ofthese random variables in Figure 4.Based on the generative
m odel,w e com pute P (q,e,t,p,v) in Eq (2). N ow Problem 1 is
reduced to Eq (3).

P (q,e,t,p,v) = P (q)P (e|q)P (t|e,q)P (p|t)p(v|e,p) (2)

arg m ax
v

X

e,t,p

P (v|q,e,t,p) (3)

Figure 4:Probabilistic G raph

E X A M PLE 1. Considerthegenerativeprocessof(q3,a3)in Ta-
ble 3. Since the only entity in q3 is“H onolulu”,we generate the
entity node d (in Figure 1)by P (e = d|q = q3) = 1.By conceptu-
alizing “H onolulu”to a city,we generate the tem plate How many
people are there in $city?. Note thatthe correspond-
ing predicate ofthe tem plate is always “population”, no m atter
which specific city itis.So we generate predicate“population”by
distribution P (p|t).Aftergenerating entity“H onolulu”and pred-
icate“population”,the value“390k”can be easily found from the
knowledge base in Figure 1. Finally we use a naturallanguage
sentence a3 asthe answer.

O utline ofthe follow ing subsections G iven the above objective
function,our problem is reduced to the estim ation of each prob-
ability term in Eq (2). The term P (p|t) is estim ated in the offline
procedure in Sec4.A llotherprobability term scan bedirectly com -
puted by the off-the-shelf solutions (such as N ER,conceptualiza-
tion).W eelaborate the calculation ofthese probabilitiesin Sec 3.2.
A nd w e elaborate the online procedure in Sec 3.3.

3.2 Probability C om putation
In this subsection,w e com pute each probability term in Eq (2)
exceptP (p|t).

Entity distribution P (e|q)The distribution representsthe enti-
ty identification from the question. W e identify entities thatm eet
both conditions: (a)itis an entity in the question; (b) itis in the
know ledge base. W e use Stanford N am ed Entity Recognizer [13]
for(a).A nd w ethen check ifitisan entity’snam ein theknow ledge
base for(b).Ifthere arem ultiple candidate entities,w e sim ply give
them uniform probability.
W e optim ize the com putation ofP (e|q)in the offline procedure
by q’sansw er.A sillustrated in Sec 4.1,w e already extracted a set
ofentity-value pairsE Vi forquestion qi and answ erai,w here the
values are from the answ er. W e assum e the entities in E Vi have
equalprobability to be generated.So w e obtain:

P (e|qi) =
[9v,(e,v) 2 E Vi]

|{e0|9v,(e0,v) 2 E Vi}|
(4)

,w here[.]istheIverson bracket.A sshow n in Sec7.5,thisapproach
ism ore accurate than directly using the N ER approach.
Tem plate distribution P (t|q,e) A tem plate is in the form of
When was $person born?. In other w ords,itis a question
w ith the m ention ofan entity (e.g.,“Barack O bam a”)replaced by
the category ofthe entity (e.g.,$person).
Lett= t(q,e,c)indicatethattem platetisobtained by replacing
entity e in q by e’scategory c.Thus,w e have

P (t|q,e) = P (c|q,e) (5)

,w here P (c|q,e) is the category distribution ofe in contextq. In
ourw ork,w e directly apply the conceptualization m ethod in [25]
to com pute P (c|q,e).
Value (answ er) distribution P (v|e,p) For an entity e and a
predicate p of e,itis easy to find the predicate value v by look-
ing up the know ledge base. For exam ple,in Figure 1,letentity
e = Barack O bam a,and predicate p = dob. W e easily getO ba-
m a’s birthday,1961,from the know ledge base. In this case,w e
have P (1961|Barack O bam a,dob) = 1,since Barack O bam a only
hasone birthday.Som e predicates m ay have m ultiple values (e.g.,
the children ofBarack O bam a). In this case,w e assum e uniform
probability forallpossible values. M ore form alized,w e com pute
P (v|e,p)by

P (v|e,p) =
[(e,p,v) 2 K ]

|{(e,p,v0)|(e,p,v0) 2 K }|
(6)

3.3 O nline Procedure
In the online procedure,w e are given a userquestion q0.W e can
com pute p(v|q0) by Eq (7). A nd w e return arg m axv P (v|q0) as
the answ er.

P (v|q0) =
X

e,p,t

P (q0)P (v|e,p)P (p|t)P (t|e,q0)P (e|q0) (7)

,w here P (p|t) isderived from offline learning in Sec 4,and other
probability term sare com puted in Sec 3.2.
C om plexity ofO nline Procedure: In the online procedure,w e
enum erate q0’sentities,tem plates,predicates,and values in order.
W e treatthe num ber of entities per question,the num ber of con-
ceptsperentity,and the num berofvaluesperentity-predicate pair
asconstants.So the com plexity ofthe online procedure isO (|P |),
w hich is caused by the enum eration on predicate. H ere |P |is the
num berofdistinctpredicatesin the know ledge base.

4. PR ED IC ATE IN FER EN C E
In this section,w e presenthow w e infer predicates from tem -
plates, i.e., the estim ation of P (p|t). W e treat the distribution
P (P |T )asparam etersand then use the m axim um likelihood (M L)
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e: entity; t: template; p: predicate



question2answer: a generative 
process

• A qa pair
• Q: How many people live in Honolulu?

• A: It’s 390K.
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question2answer: entity linking

How many people live in Honolulu?
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question2answer: 
conceptualization

How many people live in Honolulu?

How many people live in $city?
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question2answer: predicate 
inference

How many people live in Honolulu?

How many people live in $city? population
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question2answer: value lookup

How many people live in Honolulu?

How many people live in $city? population

390K
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Probabilistic graph model

How many people live in Honolulu?

How many people live in $city? population

390K
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Probability Computation

• Source
• QA corpora (42M Yahoo! Answers)
• Knowledge base such as Freebase
• Probase(a large scale taxonomy)

• Directly estimated from data
• Entity distribution P (e|q) 
• Template distribution P(t|q,e) 
• Value (answer) distribution P(v|e,p) 

Question Answer

When was Barack Obama born? The politician was born in 1961.

When was Barack Obama born? He was born in 1961.

How many people are there in Honolulu? It’s 390K.

kw.fudan.edu.cn/qa

Yahoo! Answers QA pairs



P(P|T) estimation

• We treat P(P|T) as parameters, and learn the parameter using 
maximum likelihood estimator, maximizing the likelihood of 
observing QA corpora

• An EM algorithm is used for parameter estimation
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Answering complex questions

• When was Barack Obama’s wife born?
• (Who is) Barack Obama’s wife?

• When was Michelle Obama born?

• How to decompose the question into a series of binary questions?

• A binary question sequence is meaningful, only if each of the binary 
question is meaningful.

• A dynamic programming (DP) algorithm is employed to find the optimal 
decomposition. 
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Experiments

KBQA Bootstrapping

Corpus 41M QA pairs 256M sentences

Templates 27,126,355 471,920

Predicates 2782 283

Templates per predicate 9751 4639

KBQA finds significantly more templates and predicates than its competitors despite that the corpus

size of bootstrapping is larger.

Concept based templates are meaningful



Experiments

Results over QALD-5. The results verify the effectiveness of KBQA over BFQs.



Experiments

Results of hybrid systems on QALD-3 over DBpedia. The results verify the

effectiveness of KBQA for a dataset that the BFQ is not a majority.

Hybrid systems

• First KBQA

• If KBQA gives no reply, then baseline systems.



Conclusion

• Concept based templates are effective in representing 
questions’ semantic

• Template-predicate mapping is the key in building a QA system 
over KB

• Big QA corpora and KBs are good sources to learn the QA 
inference procedure

• A generative inference model is effective in modelling the 
question answering procedure

• We still have a long way to go in building a good QA system 
over knowledge bases in open domain. 



Thank you!
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Wechat QR code for our 

Chinese version system.


