


I 23

10 25

$
. %§ A

11 Q2
Quee
crossing time

2 can cross atatime → true is for slowest

only with
" flashlight "



Fibonacci Number to -0 In -_Fn-itfaz
Feat In72

Fo Fi Fz Fz F4 Is FG tf Fg Fg Flo

O l l 2 3 5 8 13 21 34 55 .

Task : Compute Fn - function ofneeiupwt
① Math -following recursive ④ correct? yes

Fisch)
if no return o ⑤ how fast ?

coutput) exponential
if n -I return t runtime§te) return tribal f⑦(④?!

tight
asymptote



lower bound upper
band

r o O

| Yup eatgydupo.
"Yup

ex flue) -- fu)

G. ME ten) E G. nz

low bound upper
band



② ¥ marry:c.is#ras....iiiiIi*D
for i-2 : n LINEAR

& Fci) -_ FELT tfci-23 ⑦ (n)

return Ffu) Q : can we store

only last 3 retires?



330 Matrix - Multiplication - based Rukn)

lay; l: :3 claim Mn- CEI" Erm]
induction proof base can m! A- ( EY r¥ ] ?
inductive stop urate

⑤i¥⇒
dud hyp

iud conclusion

'

÷¥÷÷÷÷
. rn

-FEI
''

II]✓



⑦ Matrix Bubba)

(.oY✓
Run Tue ?

compukM^=A@ exponential of aiuratnx
hate ME

refurnmf.tl#m.m.m.--M
n tires

f- (login) flat tire

Fast exponentiation ifexamplel
M µ32=mH.pe/6M2--M.Mµ64=M3? µ32

M4=M? M2 wantmkzm64.ms?m4M8-oy4.M4Ml6=oy8
. Me MtH=MK8 . M? µ 8 .

M? M
'



④i
Ee:

'

¥¢ real number ELR
math - o

: s
:#Tie

.

ME . Feb :

Fat , = fat fuse

ante = a
"
t am /÷aM

and = aft

quad eq⇒ 01,4 .



big O notation

¥ inn
:

"

s .::*: .

:c.

^
g. q

→¥÷ .
.



g- quad

it"
s.

siso.ve
'

EE's .ci#fe



fat 5=0127 ?
Zn't Buth Ofm)

n'legntu
' Owl¥t

2hf5n2 -3 042
") &

3×1-2" 043mg Into,

⇐Tee,

bogart-bfsab-x-liud.sn?@ot#f=begzXg--he9sx
log , logzcxl . legs ?

f⇐ @(g) 310931231-92×-1932q.Eloqdn I 9^693")

④ =(31093¥42
"



Get

logzcn1ElogscyEq.logsin@7.Z
"

logz la) E q . lagdal . log ,2

e a . Gideonstart



Binary Search-]
Finessed} ¥6

coded

Ind value ✓⇒hen in Afbegin : end] initially

I : ..ifvLAfuigKsearchAfsesinnn.mT@kie.us*em,
*Beast#I

Fix termination
Bs (VI M m , end] .

R.T. TH - time
to search Asian

recurrence Th) ⇐ Qft) t T( Vz)
due to recurve * size Ak size

calls



E- A tank I tT(42) th

per
= t *( Fett (Ya )) = 2T TCH)-

K --B = It [htt(48) ) = 3ft ( 48)-
Kosa
= 3T [HT %) f- 4tTt

pane
-
- -

- -

Fi
-

I1k : Kt TIME)
-

- -
-

'

optional (if uaessy) induction proof

step k

Kttfyzce)
→

step Ky

Kth TT ( 72kt)



^ TCH = K tT(Y④)
last k i Fa II →Tinkle#Hasan

ne 2k

KI togzln)

Hak login t = fclogn)
const



Albie) -¥r#Meagesort : sort Array

.tt#aiiEin**&ai:?esAMergeSotCAEsi.mI
) Tak)

Mergefort (Acoustic ) Nah ) R
L

Mergefountain sorted- Afs : m)
,
sorted A-Curtice )

E- I CLI j - L ( R) t=L

if Lci) a Rcj )\ ( 4¥
.

" '' '

on,
else

{ Etsy : RG's



( j -- ith

[ In:{ 'Ikoma
,stunned .

Rat tht tf?hfsttkIHwtt Lasing
Kd 2 th

K--2 =2§tF*Et§ th - 4TH) # 2n=4f2H%Hnki]t2n#K- 3 = 81748¥ 3h

K-4=8(214%1+48) t 3h = 1614%6)t4n
-
-

- -
-

-

+ fallen =2H④*kkn



lastk : Fa ti base ⇒ KI longan

Hak 26k
"

T ( I) t logzln) . n

= n t const t n logy
O-f.hn/bogn) .



HWI-3.tl ueaxffig) = OC# tg)

.DE#0czffgpEwaxlhg) e a Cft)
91670

guess izh.es?.tffg7smaxGs7e2fteD
↳ c g

Fait
L Sla) otherwise

Eric



auqfmc.tn#uu-nffcg)EfEwaxffcg)
-

bluff) 21*47

bulking) ? Imai

euceucnyl ESEs¥ne lasser

nena,bellum)knn2eg



K-nearest neighbours

Javier Béjar cbea
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Non Parametric Learning

Parametric vs Non parametric Models

In the models that we have seen, we select a hypothesis space and

adjust a fixed set of parameters with the training data (h↵(x))

We assume that the parameters ↵ summarize the training and we can

forget about it

This methods are called parametric models

When we have a small amount of data it makes sense to have a small

set of parameters and to constraint the complexity of the model

(avoiding overfitting)
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Non Parametric Learning

Parametric vs Non parametric Models

When we have a large quantity of data, overfitting is less an issue

If data shows that the hipothesis has to be complex, we can try to

adjust to that complexity

A non parametric model is one that can not be characterized by a

fixed set of parameters

A family of non parametric models is Instance Based Learning
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Non Parametric Learning

Instance Based Learning

Instance based learning is based on the memorization of the dataset

The number of parameters is unbounded and grows with the size of

the data

There is not a model associated to the learned concepts

The classification is obtained by looking into the memorized examples

The cost of the learning process is 0, all the cost is in the

computation of the prediction

This kind learning is also known as lazy learning
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K-nearest neighbours

K-nearest neighbours

K-nearest neighbours uses the local neighborhood to obtain a

prediction

The K memorized examples more similar to the one that is being

classified are retrieved

A distance function is needed to compare the examples similarity

Euclidean distance (d(xj , xk) =
pP

i (xj,i � xk,i )
2)

Mahnattan distance (d(xj , xk) =
P

i |xj,i � xk,i |)

This means that if we change the distance function, we change how

examples are classified
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K-nearest neighbours

K-nearest neighbours - hypothesis space (1 neighbour)
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K-nearest neighbours K-nn Algorithm

K-nearest neighbours - Algorithm

Training: Store all the examples

Prediction: h(xnew )

Let be x1, . . . , xk the k more similar examples to xnew

h(xnew )= combine predictions(x1, . . . , xk)

The parameters of the algorithm are the number k of neighbours and

the procedure for combining the predictions of the k examples

The value of k has to be adjusted (crossvalidation)

We can overfit (k too low)

We can underfit (k too high)
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K-nearest neighbours K-nn Algorithm

K-nearest neighbours - Prediction
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K-nearest neighbours K-nn Algorithm

Looking for neighbours

Looking for the K-nearest examples for a new example can be

expensive

The straightforward algorithm has a cost O(n log(k)), not good if the

dataset is large

We can use indexing with k-d trees (multidimensional binary search

trees)

They are good only if we have around 2
dim

examples, so not good for

high dimensionality

We can use locality sensitive hashing (approximate k-nn)

Examples are inserted in multiple hash tables that use hash functions

that with high probability put together examples that are close

We retrieve from all the hash tables the examples that are in the bin of

the query example

We compute the k-nn only with these examples
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K-nearest neighbours K-nn Algorithm

K-nearest neighbours - Variants

There are di↵erent possibilities for computing the class from the k

nearest neighbours

Majority vote

Distance weighted vote

Inverse of the distance
Inverse of the square of the distance
Kernel functions (gaussian kernel, tricube kernel, ...)

Once we use weights for the prediction we can relax the constraint of

using only k neighbours

1 We can use k examples (local model)

2 We can use all examples (global model)
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K-nearest neighbours K-nn Regression

K-nearest neighbours - Regression

We can extend this method from classification to regression

Instead of combining the discrete predictions of k-neighbours we have

to combine continuous predictions

This predictions can be obtained in di↵erent ways:

Simple interpolation

Averaging

Local linear regression

Local weighted regression

The time complexity of the prediction will depend on the method
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K-nearest neighbours K-nn Regression

K-nearest neighbours - Regression

Simple interpolation K-nn averaging
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K-nearest neighbours K-nn Regression

K-nearest neighbours - Regression (linear)

K-nn linear regression fits the best line between the neighbors

A linear regression problem has to be solved for each query (least

squares regression)
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K-nearest neighbours K-nn Regression

K-nearest neighbours - Regression (LWR)

Local weighted regression uses a function to weight the contribution

of the neighbours depending on the distance, this is done using a

kernel function
1

0.5

0
0-2-4 2 4

Kernel functions have a width parameter that determines the decay of

the weight (it has to be adjusted)

Too narrow =) overfitting

Too wide =) underfitting

A weighted linear regression problem has to be solved for each query

(gradient descent search)
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K-nearest neighbours K-nn Regression

K-nearest neighbours - Regression (LWR)
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K-nearest neighbours Advantages and drawbacks

K-nearest neighbours - Advantages

The cost of the learning process is zero

No assumptions about the characteristics of the concepts to learn

have to be done

Complex concepts can be learned by local approximation using simple

procedures

Javier Béjar cbea (LSI - FIB) K-nearest neighbours Term 2012/2013 19 / 23



K-nearest neighbours Advantages and drawbacks

K-nearest neighbours - Drawbacks

The model can not be interpreted (there is no description of the

learned concepts)

It is computationally expensive to find the k nearest neighbours when

the dataset is very large

Performance depends on the number of dimensions that we have

(curse of dimensionality) =) Attribute Selection
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K-nearest neighbours Advantages and drawbacks

The Curse of dimensionality

The more dimensions we have, the more examples we need to

approximate a hypothesis

The number of examples that we have in a volume of space decreases

exponentially with the number of dimensions

This is specially bad for k-nearest neighbors

If the number of dimensions is very high the nearest neighbours can be

very far away
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K-nearest neighbours Application

Optical Character Recognition

A

�AA
A

A
A

A
A
A

A
A

OCR capital letters

14 Attributes (All continuous)

Attributes: horizontal position of box,

vertical position of box, width of box,

height of box, total num on pixels,

mean x of on pixels in box, . . .

20000 instances

26 classes (A-Z)

Validation: 10 fold cross validation
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K-nearest neighbours Application

Optical Character Recognition: Models

K-nn 1 (Euclidean distance, weighted): accuracy 96.0%

K-nn 5 (Manhattan distance, weighted): accuracy 95.9%

K-nn 1 (Correlation distance, weighted): accuracy 95.1%
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