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Applications of Depth First Search

Depth-first search (DFS) is an algorithm (or technique) for traversing a graph.
Following are the problems that use DFS as a bulding block.

1) For an unweighted graph, DFS traversal of the graph produces the minimum spanning tree and all pair shortest
path tree.

2) Detecting cycle in a graph
A graph has cycle if and only if we see a back edge during DFS. So we can run DFS for the graph and check for
back edges. (See this for details)

3) Path Finding

We can specialize the DFS algorithm to find a path between two given vertices u and z.

i) Call DFS(G, u) with u as the start vertex.

i) Use a stack S to keep track of the path between the start vertex and the current vertex.
iii) As soon as destination vertex z is encountered, return the path as the

contents of the stack

See this for details.

4) Topological Sorting

Topological Sorting is mainly used for scheduling jobs from the given dependencies among jobs. In computer sci-
ence, applications of this type arise in instruction scheduling, ordering of formula cell evaluation when recomputing
formula values in spreadsheets, logic synthesis, determining the order of compilation tasks to perform in makefiles,
data serialization, and resolving symbol dependencies in linkers [2].

5) To test if a graph is bipartite
We can augment either BFS or DFS when we first discover a new vertex, color it opposited its parents, and for each
other edge, check it doesn't link two vertices of the same color. The first vertex in any connected component can be
red or black! See this for details.

6) Finding Strongly Connected Components of a graph A directed graph is called strongly connected if there is a
path from each vertex in the graph to every other vertex. (See this for DFS based algo for finding Strongly Connect-
ed Components)

7) Solving puzzles with only one solution, such as mazes. (DFS can be adapted to find all solutions to a maze by
only including nodes on the current path in the visited set.)

GBlog

Applications of Breadth First Traversal

We have earlier discussed Breadth First Traversal Algorithm for Graphs. We have also discussed Applications of
Depth First Traversal. In this article, applications of Breadth First Search are discussed.

1) Shortest Path and Minimum Spanning Tree for unweighted graph In unweighted graph, the shortest path is
the path with least number of edges. With Breadth First, we always reach a vertex from given source using minimum
number of edges. Also, in case of unweighted graphs, any spanning tree is Minimum Spanning Tree and we can use
either Depth or Breadth first traversal for finding a spanning tree.

2) Peer to Peer Networks. In Peer to Peer Networks like BitTorrent, Breadth First Search is used to find all neighbor
nodes.

3) Crawlers in Search Engines: Crawlers build index using Breadth First. The idea is to start from source page and
follow all links from source and keep doing same. Depth First Traversal can also be used for crawlers, but the ad-
vantage with Breadth First Traversal is, depth or levels of built tree can be limited.

4) Social Networking Websites: In social networks, we can find people within a given distance ‘k’ from a person
using Breadth First Search till 'k’ levels.

5) GPS Navigation systems: Breadth First Search is used to find all neighboring locations.
6) Broadcasting in Network: In networks, a broadcasted packet follows Breadth First Search to reach all nodes.

7) In Garbage Collection: Breadth First Search is used in copying garbage collection using Cheney’s algorithm.
Refer this and for details. Breadth First Search is preferred over Depth First Search because of better locality of
reference:

8) Cycle detection in undirected graph: In undirected graphs, either Breadth First Search or Depth First Search
can be used to detect cycle. In directed graph, only depth first search can be used.

9) Ford-Fulkerson algorithm In Ford-Fulkerson algorithm, we can either use Breadth First or Depth First Traversal
to find the maximum flow. Breadth First Traversal is preferred as it reduces worst case time complexity to O(VE?).

10) To test if a graph is Bipartite We can either use Breadth First or Depth First Traversal.

11) Path Finding We can either use Breadth First or Depth First Traversal to find if there is a path between two
vertices.

12) Finding all nodes within one connected component: We can either use Breadth First or Depth First Traversal
to find all nodes reachable from a given node.

Many algorithms like Prim’s Minimum Spanning Tree and Dijkstra’s Single Source Shortest Path use structure simi-
lar to Breadth First Search.

There can be many more applications as Breadth First Search is one of the core algorithm for Graphs.



What Is graph search?
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Graph search: find a path from start to goal
— what are the states?
— what are the actions (transitions)?

— how is this a graph?
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What is a graph?

Graph: G = (V, E)

Vertices: |/

Edges: F,

/ \ Directed graph
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What is a graph?

Graph: G = (V, E)

Vertices: |/

Edges: F,

: I Undirected graph
| vwsen

@ @ E = {{A,C},{4, B},{C,D},{B, D},{C, B}}




What is a graph?

Graph: G = (V, E)
Vertices: |/ <®—— Also called states

Edges: [, <4——— Also called transitions



Defining a graph: example
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<+ How many states?
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Defining a graph: example




Defining a graph: example

V =7

E =7 «4—— Pairs of states that are “connected”
by one turn of the cube.
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Given: a graph, G
Problem: find a path from Ato B

— A: start state

— B: goal state
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— A: start state

— B: goal state



Problem formulation

A problem is defined by four items:

e initial state e.g., “at Arad”

successor function S(x) = set of action—state pairs
e.g., S(Arad) = {{Arad — Zerind, Zerind), . . .}

goal test, can be explicit, e.g., x = “at Bucharest” implicit, e.g.,
NoDirt(x)

path cost (additive)

e.g., sum of distances, number of actions executed, etc. c(X, a, y)
IS the step cost, assumed to be =0

A solution is a sequence of actions leading from the initial state to a
goal state



A search tree
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A search tree
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— here, we expanded S, but we could also have expanded Zor T

In what order should we expand states?

— different search algorithms expand in different orders



Breadth first search (BFS)
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Breadth first search (BFS)

Fringe We're going to maintain a queue called the fringe

— Initialize the fringe as an empty queue



Fringe

— add A to the fringe



Breadth first search (BFS)

Fringe @
: @ x fringe

O W

-- remove A from the fringe

-- add successors of A to the fringe



Breadth first search (BFS)

-- remove B from the fringe

-- add successors of B to the fringe



Breadth first search (BFS)

------------------------------------------

-- remove C from the fringe

-- add successors of C to the fringe



Breadth first search (BFS)

------------------------------------------

Which state gets removed next from the fringe?



Breadth first search (BFS)

------------------------------------------

Which state gets removed next from the fringe?

What kind of a queue is this?



Breadth first search (BFS)

Which state gets removed next from the fringe?

What kind of a queue is this?




Breadth first search (BFS)

function BREADTH-FIRST-SEARCH( problem) returns a solution, or failure

node «— anode with STATE = problem.INITIAL-STATE, PATH-COST =0
if problem.GOAL-TEST(node.STATE) then return SOLUTION(node)
frontier «— a FIFO queue with node as the only element
ezplored +— an empty set
loop do
if EMPTY?( frontier) then return failure
node «— POP( frontier) /[* chooses the shallowest node in frontier */
add node.STATE to explored
for each action in problem.ACTIONS(node.STATE) do
child «— CHILD-NODE( problem, node, action)
if child STATE is not in explored or frontier then
if problem .GOAL-TEST(child.STATE) then return SOLUTION(child)
frontier «— INSERT(child, frontier)

Figure 3.11  Breadth-first search on a graph.




Breadth first search (BFS)

function BREADTH-FIRST-SEARCH( problem) returns a solution, or failure

node «— anode with STATE = problem.INITIAL-STATE, PATH-COST =0
if problem.GOAL-TEST(node.STATE) then return SOLUTION(node)
frontier «— a FIFO queue with node as the only element

------ - . . - . .

if problem .GOAL-TEST(child.STATE) then return SOLUTION(child)
frontier «— INSERT(child, frontier)

Figure 3.11  Breadth-first search on a graph.

What is the purpose of the explored set?




BFS Properties

Is BFS complete?
— Is it guaranteed to find a solution if one exists?
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Is BFS complete?
— Is it guaranteed to find a solution if one exists?

What is the time complexity of BFS?
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— d: depth of shallowest solution

— complexity = O (b%)
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BFS Properties

Is BFS complete?
— Is it guaranteed to find a solution if one exists?

What is the time complexity of BFS?

— how many states are expanded before finding a solution?
— b: branching factor
— d: depth of shallowest solution

— complexity = O (b%)

What is the space complexity of BFS?
— how much memory is required?

— complexity = O(bd)

Is BFS optimal?
— Is it guaranteed to find the best solution (shortest path)?
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— does BFS find the path w/ shortest milage?
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Notice the distances between cities

— does BFS take these distances into account?

— does BFS find the path w/ shortest milage?

— compare S-F-B with S-R-P-B. Which costs less?
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Uniform Cost Search (UCS)

Same as BFS except: expand node w/ smallest path cost

/

Length of path

Cost of going from state A to B: C(A, B)

Minimum cost of path going from start state to B: g(B)

BFS: expands states in order of hops from start

UCS: expands states in order of g(S)



Uniform Cost Search (UCS)

Same as BFS except: expand node w/ smallest path cost

/

Length of path

Cost of going from state A to B: C(A, B)

Minimum cost of path going from start state to B:  g(3)

BFS: ex

UCS: ex



Uniform Cost Search (UCS)

Simple answer: change the FIFO to a priority queue
— the priority of each element in the queue is its path cost.



Uniform Cost Search (UCS)
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Exploredset: A, Z, T, S, R, L



UCS

Exploredset: A, Z, T, S, R, L



UCS

Exploredset: A, Z, T, S, R, L



UCS

function UNIFORM-COST-SEARCH( problem) returns a solution, or failure

node «+— a node with STATE = problem . INITIAL-STATE, PATH-COST =0
frontier « a priority queue ordered by PATH-COST, with node as the only element
ezplored +— an empty set
loop do
if EMPTY?( frontier) then return failure
node < POP( frontier) [* chooses the lowest-cost node in frontier */
if problem .GOAL-TEST(node.STATE) then return SOLUTION(node)
add node.STATE to explored
for each action in problem.ACTIONS(node.STATE) do
child «— CHILD-NODE( problem, node, action)
if child STATE is not in explored or frontier then
frontier «— INSERT(child, frontier)
else if child.STATE is in frontier with higher PATH-COST then
replace that frontier node with child

Figure 3.14  Uniform-cost search on a graph. The algorithm is identical to the general
graph search algorithm in Figure 3.7, except for the use of a priority queue and the addition
of an extra check in case a shorter path to a frontier state is discovered. The data structure for
frontier needs to support efficient membership testing, so it should combine the capabilities

of a priority queue and a hash table.




UCS Properties

Is UCS complete?
— Is it guaranteed to find a solution if one exists?

What is the time complexity of UCS?
— how many states are expanded before finding a
solution?

— b: branching factor

— C*: cost of optimal solution

— €: min one-step cost

— complexity = O(b% /7€)

What is the space complexity of BFS?
— how much memory is required?

— complexity = O(bc*/e)

Is BFS optimal?
— Is it guaranteed to find the best solution (shortest path)?



Strategy: expand
cheapest node first:

Fringe is a priority queue
(priority: cumulative cost)

Cost
contours

UCS vs BFS
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Strategy: expand a
shallowest node first

Implementation: Fringe
is a FIFO queue

Search

Tiers

UCS vs BFS




UCS vs BFS

Remember: UCS explores increasing cost
contours

The good: UCS is complete and optimal!

The bad:
= Explores options in every “direction”
= No information about goal location

We'll fix that soon!



Depth First Search (DFS)
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Which state gets removed next from the fringe?



Fringe
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Which state gets removed next from the fringe?

What kind of a queue is this?



Which state gets removed next from the fringe?

What kind of a queue is this?




DFS vs BFS: which one Is this?




DFS vs BFS: which one Is this?




BFS/UCS: which Is this?




BFS/UCS: which Is this?




DFS Properties: Graph search version

This is the “graph search”
version of the algorithm

Is DFS complete? '/
— only if you track the explored set in memory

What is the time complexity of DFS (graph version)?
— how many states are expanded before finding a

solution?
— complexity = number of states in the graph

What is the space complexity of DFS (graph version)?
— how much memory is required?
— complexity = number of states in the graph

Is DFS optimal?
— Is it guaranteed to find the best solution (shortest path)?



DFS Properties: Graph search version

This Is the “graph search
version of the algorithm

Is DFS complete? '/
— only if you track the explored set in memory

What is the time complexity of DFS (graph version)?
— how many states are expanded before finding a

solution?
— complexity = number of states in the graph

What is the space complexity of DFS (graph version)?
— how much memory is required?
— complexity = number of states in the graph

Is DFS optimal?




DFS: Tree search version

This Is the “tree search”
version of the algorithm
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DFS: Tree search version
This i1s the “tree search”
version of the algorithm

¥

Suppose you don't track the explored set.
— why wouldn't you want to do that?

What is the space complexity of DFS (tree version)?
— how much memory is required?

— b: branching factor

— m: maximum depth of any node

— complexity = O (bm)

What is the time complexity of DFS (tree version)?
— how many states are expanded before finding a
solution? Ob™)

— complexity

NO!
Is it complete? What do we do???
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IDS: Iterative deepening search

What is IDS?
— do depth-limited DFS in stages, increasing the maximum
depth at each stage

What is depth limited search?
— do DFS up to a certain pre-specified depth



IDS: Iterative deepening search

= |dea: get DFS’s space advantage with BFS’s
time / shallow-solution advantages

= Run a DFS with depth limit 1. If no
solution...

= Run a DFS with depth limit 2. If no
solution...

= Run a DFS with depth limit 3. .....

= [sn’t that wastefully redundant?

= Generally most work happens in the
lowest level searched, so not so bad!



Limit =0 ® @
Limit=1 @
>(B) (C] >
Limit = 2 »(®
[ (C)
® ®

Limit =3 ®

Figure 3.19  Four iterations of iterative deepening search on a binary tree.
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IDS

What is the space complexity of IDS (tree version)?
— how much memory is required?

— b: branching factor

— m: maximum depth of any node

— complexity = O (bm)

What is the time complexity of DFS (tree version)?
— how many states are expanded before finding a
solution? Ob™)

— complexity =

Is it complete? YES!!!

Is it optimal? YES!!



General thoughts about search

If your model is wrong, then your solution will be La Ceiba

wrong.
Honduras
* In November 2010, Nicaraguan troops

unknowingly crossed the border to Costa dor
Rica, removed that country's flag and @
replaced it with their own. The reason: Nicaragua
Google Maps told the troops' commander Ncaragua
the territory belonged to Nicaragua.

Costa Rica

= -
San Jose
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