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Abstractd) Performance of the bidirectional metric-first tree
encoding algorithm is measured on real speech data coded at 1
bps. The main drawback of the unidirectional stack algorithm,
variability of its decoding effort as well as decoding erasures, is
slightly alleviated. Comparisons, with respect to SNR and time
complexity, with unidirectional stack algorithm (SA) and the M -
algorithm (MA) are made. A procedure for nonlinear bidi-
rectional code design, based on SGL algorithm is proposed.

Keywordsd Tree encoding, sequential algorithms, bidirec-
tional tree search, nonlinear bidirectional trellis code design

I. INTRODUCTION

Trellis coding is a proven technique for sourceirgd It
can be considered in terms of an encoder-decoder p:
Decoder consists of a finite state machine drivéngable-
lookup codebook of reproduction values. Encodea isellis
search algorithm that chooses the channel seqisenes to
minimize the distortion between the input sequeacé the
decoder output sequence. Whether fixed or timeivgry
trellis codes can be most conveniently describebaaralyzed
by means of the trellis diagram. Figure 1 showsedlig
source decoder and Fig. 2 shows the correspondédlis t
diagram for the binary trellis code wit#f delay elements and
a delayless transformation.
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Fig. 1. Trellis decoder

We assume g-ary trellis code witm source and destination
symbols per branch, resulting in a code rate
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where log {Jl stands for log[). This means that for eacpary

input, from the channel alphab&t= {c,, ¢,..., ¢}, the trellis

source decoder emits symbols from the user alphabet

7={b,, b,..., kx}, and the sequence of input symbols defines
a path-map in the trellis diagram. The trellis $swamed to be
initiated and terminated i state (there arg"*9® states), and

we let the total code length lhebranches followed by thef

branches in the tail. We also assume the same es@nd
destination alphabet, i.el = {a;, &, ..., a} = 7.
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The source encoder searches for that path in #ibstr
whose destination (i.e. user) sequemomost closely resem-
bles the source sequenge Once a source encoder picks a
path, it sendg-ary symbolsx through a channel. Channel is
assumed to be noiseless and its output sequedcees the
trellis source decoder through the sequence ofesstat
producing the trellis source decoder output. Thécgedure is
equivalent but reverse to the channel coding problhere
one of the known search algorithms is used to fira path
that is closest to the output channel sequence.

Il. SEQUENTIAL ALGORITHMS IN SOURCECODING

The Viterbi algorithm (VA) is known to be the optin
algorithm for trellis search. However, time-spacenplexity
of the VA grows exponentially with the memory leimgtf the
decoder so that for the large number of states ifewniversal
coding) suboptimal algorithms like the M-algorithior, the
stack algorithm have to be used. The Viterbi anel b
algorithm fall into category of breadth-first sdamlgorithms.
These techniques extend at once all branches fHatver be
extended at the given level. At mdgt candidate paths are
preserved at any time. Another group of searchnigcles is
characterized by extending at any time the path tie best
metric — these are metric first algorithms and kst&gorithm
falls into this class.



Sequential search is a very powerful techniquetrftis
codes. It has been applied to many problems imntegears
and also finds its application in speech coding eewbgni-
tion. When the search conditions are favorable, &tohnd
Anderson [1] discovered that for the same perfonaastack
algorithm is only one half to two thirds as cosdly the M-
algorithm.

On the other hand, the bidirectional stack algari{BSA)
is for the first time proposed for decoding contanal codes
in channel coding independently by Kallel and Lj gnhd
Senk and Radivojac [3], [4]. Their findings suggésat the
Pareto exponent of the unidirectional stack albamittan be
practically doubled by using BSA. In this paper apply this
algorithm to source coding.

Let us first describe the bidirectional procedUBSA is
based on the notions of: 1) reverse trellis codained from
the original one by time reversing; 2) the tunnkg unique
sequence & 7< s branches long that connects two states
the trellis; 3) the tentative decision, the besffa&dosequence
that connects known initial and terminal states;a4jet of
discarding criteria based on the tentative decisiored to tell
beforehand whether a partly explored path is likelybe a
part of the finally encoded sequence or not.

BSA uses two stacks: F (forward) and B (backwasddu
for the reverse code) that can operate almost ertEmtly.
Its steps are:

BSA1l. Put the root node into F stack, and the termin%’l

node into B stack, associating them zero metrickeMane of
these stacks active (e.g. the F one);

BSA2. Eliminate the node with the largest metric (og
length, say)) from the active stack. Link it via a tunnel to al

the eligible paths from the other stack whose kengtrel —

expressed in decibels. Search bias additionallyraisnthe
search and enables better comparison between pths
different depths. There is another discarding i¢dte based
on the finiteness of the stack size. Namely, as s®0a stack
(F or B) becomes full, the path with the lowest noen it is
being discarded.

I1l. CoODE DESIGN

We have used SGL procedure [6] for finding optimal
codes and extending the codebook. This procedursists of
iterative improvement of the codebook by:

1. finding a channel sequence that minimizes distor
between input sequence and decoded sequence usiraf o
the search algorithms described (VA, MA, SA...)isTén-
coding partitions a training sequence such thal @acti-

~ tion consists of training samples that were mafipeal par-

IN ticular codeword,

2. given the partition of the training sequencadfa mini-
mum distortion codebook, i.e. calculate new codewas
centroids of each cell.

Steps 1 and 2 are repeated until relative distoiitigpro-
vement falls below a specified threshold. Thisnireg mecha-
nism ensures that given an optimal encoding alyorinew
codebook can be no worse than the previous onés It
reasonable to believe that codebooks obtained ibyntbthod
ill correspond to some local optimum even for siboal
ellis search.

Stewartet al. also suggested a method for extension of the
ecoder. Given a decoder of memory lenfha new decoder
f dimensionar + 1 can be found by creating a new codebook
such that decoder initially gives same values at dhtput
regardless of the value of the channel word thatased in

| +2{-7. Store the best path into the tentative decisigfe gytended part of the register. In other watltks algorithm

register. If there is already a path in the regiskeep the
better. Establish new discarding criteria and dis¢he paths
from both stacks according to them. If both staaresemptied
in this way, the tentative decision is the decaidihal
decision. Otherwise, evaluate the metrics of all $hccessors
of the processed path, and eliminate all of theat tho not
conform to the discarding criteria,;

BSA3. Sort the remaining successors into the activeksta{Q0

according to their metrics. Change the active stakreturn
to step BSA2.

After each tentative decision, a discarding criterbased
on non-selection principle [5] is established. Thrnciple
states that from two paths diverging from the sawde, SA
keeps the one whose minimum Fano metric until titereode
is maximal. Accumulated distancil)) and metriqu(l) are in
source coding tied via

2)
whereu,, represents ¥ source symbolsi([)l is the distortion
incurred in representing the source symbals by |0

H(Vip) =1 D" —d(U5,V5)

reproduction symbols;,, andD" is a bias factor that we call

the search bias according to [1]. 1Q4® is the value oD’

copies the content of the codebapk 1 times intoy®* (q—
1) allocated positions for new codewords, and thefimes
them according to above steps.

However, this procedure is intended for and origyna
applied using optimal search algorithm, i.e. théekli algo-
rithm. This means that, if a search procedure doeperform
a full search (of either corresponding trellis @e), the per-
rmance of the code design algorithm can be degrad the
case of the bidirectional stack algorithm, it ipexsally true
due to the small stack size, so that paths caneewad
another seldom forming tentative decisions. This cause
that the best path from either stack reaches ththde+ 2/
without merging with a path from the opposite stanlking
the same decision as the unidirectional SA. In tzese the
code tends to the one obtained by the unidiredti@#s
sometimes forward, sometimes backward. For thegserpf
finding codes with good bidirectional propertie (iwith the
best possible bidirectional column distance fumjtiae have
modified the SGL algorithm in the following way:

1. find two channel sequences that minimize théodisn
between input and destination sequences using runidi
ectional stack algorithms from both sides (the heack



stack algorithm uses the reverse trellis code amds a For M = 4 the M-algorithm reaches SNR = 9.45 dB with
table using reverse states). These two encodeceseem 337214 copy-decoder calls, and fdr=8 SNR = 10.32 dB
introduce a partition of the training sequencetia same with 674374.
way as in the original SGL algorithm
2. given the partition of the training sequencend fithe
minimum distortion codebook by calculating reprdiut
symbols (codewords) as the average values ovee tbles
ments of the training sequence indexed by thetjmartcell
corresponding to that codewords. We have also tested the unidirectional stack dlywori
As a consequence of averaging samples from bott-dir With codes designed for the bidirectional version aice
tions this procedure gives a more balanced code ayiproxi- versa. The performance of the stack algorithm islBvorse
mately equal forward and backward column distancéile.  for bidirectional codes. On the other hand, a kuional
The bidirectional stack algorithm is then used ameans for algorithm always improves performance of its urgdfional
measuring the performance, eventually stopping cieggn. counterpart for at least 0.2-0.3 dB for the sameloarer
Once the SNR of thieth iteration falls below the SNR of the complexity. This is due to the two almost indepemdstacks
(i - 1)-th, the code design is stopped. In order tedpm the SO that the cpmplexny of the a!gorlthm is the main value
process, the number of codes generated duringotiesearch ©f those obtained for two directions
procedure is limited.

Figure 3 shows SNR on a training sequence as adanc
of the memory length, and Fig. 4 SNR obtained ost te
sequence as a function of computational complexitye
frame length was 20 ms.
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IV. CODING SPEECHSOURCES

In order to compare different algorithms we havesem
to track their computational complexity since meynoequ-
irements are quite small. In tree or trellis coding conve- ol
nient to observe only the calls to the copy-decddeadings
from the lookup table). Sometimes, it is reasonéblmonitor St
the inevitable arithmetic operations whose numbepropor-
tional to sorting requirements. However, we haveasueed
that such operations are far less time-consumieg the ones st
corresponding to the copy-decoder calls.

One utterance from the TIMIT database of read s$pet 0 : 2 s ¢ ° e
was used as a training sequence and a second snese@ as
a test sequence. These recordings were made witplisg
frequency of 16 kHz and 16 bits per sample. Totahloer of
samples used for training was 50280, and the nurober

Figure 3. SNR vs. memory length
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SNR[dB]

samples used for testing was 42190. One bit pepleanellis 10 / -
codes ¢ =2) were generated on training data using the
modified SGL procedure proposed in this paper. °

Table 1. shows the number of copy-decoder calts an 8r

SNR on a test sequence for different stack sizesidooder
memory lengtha/=5 and7=0 (there is no gain for higher
memory lengths when a single code for all modespekech 6
stationarity is designed [7]). The data are encaded80 ms
frames.

TABLE | 4

lo
SA vs. BSA - performance , S 9%0(”)
4.8 5 5.2 5.4 5.6 5.8 6 6.2 6.4
SNR [dB] Copy-decoder calls Figure 4. SNR vs. complexityn
Stacksize SA BSA SA BSA
2 6.42 7.51 149347 170437
4 9.35 9.85 309901 260876 V. CONCLUSION
8 10.26 10.31 774531 479988 In applications where synchronism is not a crufaator,
16 10.41 10.47 031420 1208543 Such as in stored voice answer-back, metric-firgoréhms
provide an attractive alternative. In this papeeg kave pro-
32 10.62 10.60 2058222 2115267 posed another metric-first algorithm for sourceingd How-




ever, unlike in channel coding, improvement of B®A over
SA is not that noteworthy. One of the reasonsHat ts that
this algorithm has to be competitive with the Mealthm and
stack algorithm so that stack size cannot exceear B2. The
overall best path is thus in danger of being daedifrom one
of the stacks, leaving its counterpart from theeptstack the
task of recreating the discarded part. In that,ctdse BSA
performs worse than SA in terms of computationango
lexity, with the same result. If the overall bestttpis dis-
carded from both stacks, it would also happen far tini-
directional SA, so that no loss is encountered. tAeo
problem is that the bidirectional stack algorithotperforms
the classical SA for longer memories (in channelirmg > 30)
which allow tunneling thus providing earlier temtat deci-
sions and smaller erasure probability. Unforturyatéie un-
segmented speech signal is not so highly correlatemhable

using memories greater than 5-6 or 10-12 in unalers
(segmented) applications. Finally, it is diffictidt say whether

good covering codes with good bidirectional coludistance
profile exist, as do packing codes needed for oblacwding.
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