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|. INTRODUCTION coders — FCE), for whicly=r. Mapping of an FCEF([

) o satisfies the following conditions:
Although most of the early work in coding included alge- F(aly.,) =aF(ig.,)

braic code constructions and fast decoding methods, latest y (1)
trends definitely favor probabilistic i.e. trellis codeish soft- F (i 00y *17000)) = Flifou)) * Flifoe))

decision decoding algorithms. Recent emerge of paraitel cavherea belongs to the input/output alphabigf,., is any in-
catenated convolutional (so-called turbo) codes togeitiler put sequence anﬂ(i[oy m)) is the corresponding output se-
MAP iterative decoding achieved performance very close fence. It is assumed that input and output symbols belong to

the channel capacity. o o some finite field. Also, for anyd > 0, if X0, « = F(ijp, =) and
Trellis codes are still dominant in applications to deeri),

space and satellite communications where power isaer | ¢’ o9 = O[O"’? ther_1 R [0_"’?’) = Xpow » Where x, =
pensive and bandwidth abundant, spectrally efficient applic&i-a» Xjoa) = Opo.q) -It is easily verified thak(() can be repre-
tions to data transmission (TCM) over narrowband channe, i A o0 @ i (K)
digital audio broadcasting, and mobile systems (both ADMEented by the convolution, 1.e., f = (1,1,....ii™") and
and CDMA) of the next generation [8]. On the other hand, = (", x?,...,x"), then
block codes still prevail in all types of data storageesys 0SS Gkn
due to their simplicity, small buffering requirements, and X :ZZII—m m o, nNO{12...,N} (2)
high speed and file transfer protocols where hard-decisi =Lms
decoding provides natural form of ARQ based protocols. Wthere g[(g;; kO{12,...,K}, nO{1,2,...,N} are generator
seems that turbo codes will soon penetrate into tisetatéd
areas.

Algorithms for decoding trellis codes are thus an impore, such thatg(w) =0y, for allk, n, then the smallest such
tant and active area of research from the very beginmtilg u, 1 ,es denotedss is called the code memory and the en-
now. Although the optimal codeword-oriented (Viterbidan ’ ’

: . coder is of feedforward type.
symbol oriented (BCJR) algorithms are well-known and fre- | ot s now consider a feedforward convolutional encoder

quently _use_d, the quest for suboptimal a_tl_gorithms who th memory lengthi/. At any time instant (depth or levé|)
complexity is greatly reduced and probability of error oo encoder outpit-tuplex, depends on the current it
significantly increased yields new efficient proceduaksost tuple i, and A¢ previous iNputsi_1... ,i 1-.. The overall

regularly. U i
Trellis decoding algorithms have found a wide applicatiofﬁuncnomng of the encoder can be mapped on a trellis dia

M
in different areas outside the strict region of decodialtjs gram, whereon aoderepresents one of** encoder states,
(including turbo) codes. Block (including lattice) codes a while abranch connecting two nodes represents the encoder

very efficiently decoded using trellis search proceduregﬁ'::%'”ge?ssstg%ited to the transition between the corrdsypn

maximume-likelihood sequence estimation (as in ISl equal'ie- ; L . o -

zation) is also performed using trellis-search technique |aArat:§l\|/|\?£hV\;h;ﬁL]else Ign;/;liamzcitrlogrgeéh? Séﬁ;erggo.”

Trellis search is used for data compression with aitjdel 429 ; porated, IS iy

criterion, for pattern recognition, as well as in mantler q bra_nches stemming from and ente_rlng each state, except
y ' in the first and last/ branches (respectively called head and

applications. . . ; )
This paper will try to give a systematization of thakgo- tail of the trellis). The branches at th¢h time instant are

N . .
rithms, from the well-known to some that are lesswmar abeled by sequencesl] x™. A sequence dfinformationK-

entirely new and presented here for the first time. tuples, ip, ) specifies gpath from the root node to a node at
thel-th level and, in turn, this path specifies@dewordx,

= Xo[X.0..0k -1, where[Odenotes a concatenation of two se-
guences. Theode rates defined a& = (K/N)Oogx(q).

An overwhelming majority of today's digital communi-

A trellis encoder can be simply described as a Meaily's fcation forms incorporate transfer of information safed in
nite-state machine whose structure may be displayedtivéth frames of some length. Here, we consider framed daterew
aid of a graph, tree or trellis diagram. The trediscoder the length of each information frame equialsranches (thus
maps sequences Ktdimensionalg-ary alphabet input vec- KL g-ary symbols) and the length of the coded frameris/
tors into sequences ®f-dimensionalr-ary alphabet output branchesN{L+%) r-ary symbols), where tha/ known K-
vectors. Although the encoder is generally nonlinear andples (usually all zeros) are added at the end of dnsesee
time-varying, virtually all trellis encoders of pral interest to force encoder into the desired terminal states $aid that
are linear time-invariant (also called fixed convoloiben- such codes suffer a fractional rate loss giving overadle

sequences. If aly;~) are finite, i.e. there exists some @<

(s:0)

I1. DEFINITION OF TRELLIS CODES



rateR = (L/(L + M))[(K/N)[og,(q) information bits per chan- strategy in extending the most promising path candidates we
nel symbol. Clearly, this rate loss has no asympgignifi-  Systematize them into breadth-first, metric-first, defptt
cance. algorithms and into sorting and nonsorting if the procedure
In this overview we restrict the discussion to binaxgdi performs any kind of path comparison (sifting or sorting) or
trellis channel codes for which=q = 2. Any further gener- not. Moreover, decoding algorithms can be classified into

alization will be straightforward. searches that minimize the sequence or symbol ergor rat
The usual measure of algorithm efficiency in channel

[11. DISCRETE MEMORYLESS CHANNELS AND coding is its complexity (arithmetic and storage) fori\aery

DECODING METRIC probability of error. In the strict sense arithmeticcomputa-

tional complexity is the number of arithmetic operations pe
In the sequel we further restrict our discussion to trangecoded symbol, branch, or frame. However, it is a usual
mission over a discrete memoryless channel (DMC) it cpractice to track only the number of node computations,
be provided by equalization that is incorporated into thghich makes sense because all such computations require
waveform channel. Also, we suppose there is no feedbagsproximately the same number of basic machine instruc
from the receiver to the transmitter. The term @isememo- tions. A node computation (or simply computation) is defined

ryless channel means that as the total number of nodes extended (sometimes liis t
PLY, | Xgreeos Xnog s X Yooeees Yard = PLY, 11X (3) number of metrics computed, which i§ thnes greater) per
and decoded branch or information franig, .,). One single
N computation consists of determining the state in which the
PLYVs - Y DX X T = [ LY 0] 4} node is and computing the metrics of all its successars.

The DMC arises when the waveform signal is exposed taost practical applications with finite frame lengtlisiusu-
additive white Gaussian noise and then sampled and qually sufficient to observe node computations since adgoo
tized to enable digital processing. If quantizatiorbiisary, prediction of search duration can be precisely predicted. Ne
the quantizer is generally called a hard quantizer, in @sintr ertheless, for asymptotic behavior it is necessatyack the
to multilevel quantizer which is called a soft quantiZéne  sorting requirements too. Another important aspect of-com
resulting hard-quantized output channel is the binary symtexity is storage (memory or space) which is the amoftint
metric channel (BSC) with channel error (or crossopesp- auxiliary storage that is required for decoding (memory,
ability p O [0, %2]. processors working in parallel etc.). Thus, space complexity

The task of a decoder which minimizes the sequence ergfran algorithm is the size (or number) of resourcesrthest
probability is to find a sequence which maximizes thatjoi be reserved for its use, while the computational or moee
probability of input and output channel sequences cisely time complexity reflects the number of accegsehis

PLY (0.L+91) X(o.256] = PY o550y | Xjo,04069] [P[X(o.Le5p)] - (B)  resources taking into account that any two operations gon

Since a source and secrecy coding that come before chBfrallel by the spatially separated processors should be

A counted as one. The product of these two, the timesspac
nel coding usually set all probabilitiefx,..,,] to be equal, complexity is possibly the best measure of the algoritbst

it is sufficient to find a procedure that maximizegor it is insensitive to time-space tradeoff such asleliza-
PLY o.L+a0) | X[oL+an]» @nd a decoder that always chooses ain or the use of precomputed tables, although it ald@sa
its estimate one of the sequences that maximize it or sense to keep the separate track of these two. Fiffailge-
u(y | x ) = Al{log, Py | x ] lecting which algorithm to use one must consider additional
(oLrot) TR0 27k TTLE0T 6y details that we omit here but which can sometimes cause u
= f Y ioresn) = ALY o (LY, X 1= F(9))

expected overall performance or complicate the design of a
(whereAis a suitably chosen constant, d(iany function)

real-time decoder. They include complexity of the required
is called a maximum-likelihood decoder (MLD). This expresggﬁvsgruecggg’ pgﬂfefi?sng needs and applicability to availab

sion is called a metric. This type of metric suffers signifi- '

cant disadvantage because it is suited only for comparisgn
between paths of the same length. Some algorithmsvesw
employ a strategy of comparing paths of different length or The Viterbi Algorithm
assessing likelihood of such paths with the aid of some

thresholds. The metric that enables comparison for ypis t The Viterbi algorithm (VA) is an optimal decoding algo-

Maximum-Likelihood Decoding

of algorithms is called the Fano metric. It is defined a rithm in the sense that it always finds the nearest foathe
_ PLY 101y X0 ] noisy modification of the encoder output sequUeREe « ,,,
He (Y on) 1 Xpo1) = AD]OQZW and it is quite useful when the code has a short membey. T
oD (7) key to Viterbi (maximum-likelihood) decoding lies in the
- ADZ'HE':NOUOQZ PLyn [%a] _ R) Principle of Non-Optimality [4]: If the pathsy,, and if,,,
PLy,] terminate at the same state of the trellis and
HY 01y X101y) > HY 0175 X[o1y) 8)
I'V. DECODING TRELLISCODES then ij,,, cannot be the first branches of one of the paths

In this paper our primary goal is to classify and arelyz' oL that maximize (gore). This principle which some
trellis decoding algorithms. As stated above, the airthef authors call the Principle of Optimality literally spfegs the
search procedure is to find a path with the highestiless most efficient MLD procedure for decoding trellis codes.
likelihood i.e. metric. There are several possiblessifaca- Software realization of the Viterbi algorithm is a claal
tions of decoding procedures. According to the decodergpplication of dynamic programming. Structurally, the algo-



rithm contain2"* lists, one for each state, where the paths into the list. If two or more paths enter the sartses

whose states correspond to the label indices aredstoom- keep the best one. o _

pared, and the best one of them retained. The algorithm ¢a Path SelectionErom the remaining paths find the bt

be described recursive|y as follows candidates and delete the othersl # L + o/ take the

1. Initial Condition: Initialize the starting list with the root ~ only survivor and transfer its corresponding inforiowat
node and set its metric to zero. sequence to the Output; otherwise go to Step 2.

2. Path Extension:Extend all the paths (nodes) by onelefined in this way, the M-algorithm performs trellis robg
branch to yield new candidates (there is only one succavhile, when the state comparison in step 2 is omitied,
sor for each > L) and classify these candidates into corslear’]clhes the treg, saving nE)UCbhl_tlm?N %ﬂ comp?rlgons;hieut

. . ightly increased error probability. en applied toadiec
respondin@*” lists (or less forl <7 andl>L). Each > 91) ! s :
ot an ainggexce tirs the head and tail of the )treti'm)- ing infinitely long sequences, it is usual that compasson
tains pa’ths P performed in step 2 are substituted with the so-calleli-am
> . ity check [3] and a release of one decoded branch.chn ea

3. Path SelectionFrom each list at depth a pathx gul : . ;
with the largest metric is selected fo? rt)he r?ext s[;)é;:)i astep_ this algont_hm performd noo!e computations, and em-
the others discarded. If two or more paths have the,saﬁwlgymg any sifting Eroced_ure (smc_e the paths need not be
metric, i.e. if they are equally likely, choose thestoone sorted) perfornidM2™ metric comparisons. If performed, the
list and transfer the corresponding information sequen&€tric comparisons. This type of discarding can be per-
to the output; otherwise go to step 2. formed with ~MZJog, M comparisons (or even linearly) but
Consider now the amount of “processing” done at ea¢han additional storage must be provided (in the letteritase

depthl, ar<1<L, where all of the*™ states of the trellis 9rOWs exponentially withv/). The space complexity grows

code are present. For each state it is necessaoyrtpare 9 :\l/r|1early with the information frame length and parameter
paths that merge in that state, discard all but the gk, '
and then compute and send the metrics‘affats successors
to the depth + 1.
Conse_quer)tly, the computanonal comp_lexny of the VA In contrast to the Viterbi algorithm which is a mulépl

exponentially Increases with. These operations 2ah be €aSfst single survivor algorithm, the M-algorithm issmgle-lst
yp . ; Imultiple-survivor algorithm. The natural generalizationato
node computations decreases. The total time-space comp X

. ; . ; . ultiple-list multiple-survivor algorithm was first suggest
:';ynglzhthe algorithm increases exponentially with the ragm "y o himoto [2]. Since all the lists are not equitiyor-

tant, this algorithm, originally called the generalizedekbi
B. Sequential Decoding algorithm (GVA), utilizes onlp™: lists (labels), where

_ _ _ 2 < 9 In each list from al**~"* paths it retains the

Since the total time-space complexity of the VA expopestM;, candidates. The algorittm can be described as fol-
nentially grows with the code memory length this isréoas  |gws.
limitation to achieving very low error rates that expdf@dly 1. |nitial Condition: Initialize the starting label with the
decrease witl/. Therefore, it is essential to find a decoding  root node and set its metric to zero.
scheme whose error-probability exponentially decreastts 2. Path ExtensionExtend all the paths from each label by
M, but with computational and space complexity linearly  one branch and classify all successors into the appropri
dependent on it. Although this scheme is not completely fea ate label. If two or more paths enter the same &exetp

b) The Generalized Viterbi Algorithm

sible, there is a number of algorithms that are closé All the best one.
these techniques that in fact search only the high-pridiyabi 3. Path SelectionFrom the remaining paths of each label
paths through a trellis (or tree) are known as sequettgtal find the bestM; and delete the others. II= L + 4/ take
coding and employ breadth-first, metric-first, or depthtfi the only survivor and transfer its information sequence t
search strategy. the output; otherwise go to the step 2.
_ ) When a4 = M, andM; = 1 the GVA reduces to the Viterbi
Breadth-first Algorithms algorithm, and foms = 0, M; = M it reduces to the M algo-

rithm. Like the M-algorithm GVA in each step performils

node computations per label, and employing any siftirmg pr
Since most survivors in the VA usually possess mucffdure (since the paths need not be sorted) perfamims2

smaller metrics than does the best one, all the statesdes Metric comparisons. If performed, the Viterbi-typecersiing

kept are not equally important. It is intuitively reasdeaie  of step 2 requests M/ 2" or less state and metric compari-

assume that unpromising survivors can be omitted withsans per label.

negligible probability of discarding the best one. THe

algorithm [3] is one such modification of the Viterbi algo- c) The T-algorithm

rithm; all candidates are stored in a single list and tis¢ be

M < 2" survivors are selected from the list in each cycle. Another breadth-first algorithm, popularly called the T-

a) The M-algorithm

The steps of the M-algorithm are: algorithm, was suggested by Simmons [1]. Its steps are:
1. Initial Condition: Initialize the list with the root node 1. Initial Condition: Initialize the list with the root node
and set its metric to zero. and set its metric to zero.

2. Path ExtensionExtend all the paths of lengthby one 2. Path ExtensionExtend all the paths of lengthby one
branch and classify all contenders (paths of lehgtii) branch and classify all contenders (paths of lehgtii)



into the list. If two or more paths enter the sartetes The performance of sequential decoding has traditionally

keep the best one. been evaluated in terms of three characteristics: thimapil-
3. Path SelectionFrom the remaining paths find the besity of sequence error, the probability of failure (era3, and

one and discard all paths whose metric satisfighe Pareto exponent associated with decoding effort.

Mpath < Hoestpath— T, WhereT is a parameter. if =L + 2/

take the only survivor and transfer its information se-

guence to the output; otherwise go to step 2.

For this algorithm it is important to consider one more
detail. Since the number of survivors depends on channel The stack (or ZJ) algorithm was for the first timeys
noise, it is therefore a random variable and may gyoite  gested by Zigangirov [6] and later independently by Jelinek
large. Therefore, a limit must be enforced on theslist, say [6]. As its name indicates, the algorithm containsaaks (in
M, in order to enable practical implementation. Simutettio fact, a list) of already searched paths of varying lesgth-
and comparative analysis show that for the same-mter dered according to their metric values. At each steppatte
the T-algorithm yields lower average computational &fforat the top of the stack (the best one) is replacedst® isuc-
than the M-algorithm [1] [7], but buffering requirements areessors extended by one branch, with correspondingly aug-
increased. This is a consequence of the variableizistisat mented metrics. The check whether two or more path@ar
enables better recovery of the correct path whentthenel the same state is not performed. This algorithm hasuits
noise is relatively high. Additionally, the T-algoritheaves merous variations and we first consider the basisimerthat
much time on sifting since the path elimination can e peis closest to Zigangirov's:

a) The Stack Algorithm

formed in only 2 passes through the list. 1. Initial Condition: Initialize the stack with the root node
_ o ) and set its Fano metric to zero (or some large pesitiv
d) The Generalized Viterbi-T algorithm number to avoid arithmetic with negative numbers, but

- ) low enough to avoid overflow).
One more variation of the breadth-first procedures, i§ene  path ExtensionExtend the best path from the stack by

alized Viterbi-T algorithm is presented in [7]. The algom one branch, delete it, sort all successors, and then merge
is similar to the GVA, but instead of retaining bbtpaths, —  them with the stack so that it is ordered accordingpeo t
in each label it retains those paths whose metric is path metrics.
Hpath < Hbest patn™ T1, whereT, is a suitably chosen threshold.3 path SelectionRetain the besZ paths according to the
Similarly to the comparison in c) this algorithm is eqlewna Fano metric. If the top path has the lenyth L + o/
to the VA forag = andT — o, and to the T-algorithm for branches, transfer its information sequence to thauutp
M, = 0 andT, =T. The performance of the GVTA was tested  otherwise go to step 2.
on BSC, and simulations showed [7] that it reacheslaimi |t is obvious that this algorithm does not consider path
number of node computations as the GVA but with reduceflerging since the probability that the paths ofgame depth
sorting effort. and the same state can be stored in the stack is sattaic

o _ Nonetheless, some authors [6] propose that a folloadtign

Metric-first Algorithms should be added to the step 2

L. . . L. 2a. If any of the £ new paths merges with a path already in
Metric-first and depth-first sequential decoding is a name " s%ack keep the (F))ne with thge higher mgtric. y

for a class of algorithms that compare paths accorditigeto The stack algorithm is based on the Non-Selection Princi
Fano metric (one against another or with some thrdshol le [4]: If the paths and” throuah the tree di-
and on that basis decide which node to extend next, which® ) P [0,L+51) [O,L+51) 9

delete in metric first procedures or whether to prdosgth ~ Verge at depthand
current branch or go back. These algorithms generallyéxte _
fewer nodes for the same performance, but have indeasén'n{/l(x'[o,n,y[o,n)}m“ﬂvum > m'n{/l(x'['o,n,y[o,n)}lqjﬂum
sorting requirements.

Sequential decoding algorithms have a variable computa- 9)
tion characteristic which results in large buffering reguirgheniy, ., cannot be the path at the top of the stack when
ments, and occasionally large decoding delays and/or incofRe stack algorithm stops.
plete decoding of the received sequence. Sometimes, whenThe computational complexity of the stack algorithm is
almost error-free communication is required or when reimost unaffected by the code memory length but well de-
transmission is possible, this variable decoding effart be pends on the channel performance. Its computational com-
an advantage. For example, when a decoder encounterspRiity is a random variable and so is its stack sineti oth-
excessive number of Computations, it indicates thatraefia erwise limited. The upper bound on the Computationa| com-
possibly very corrupted meaning that the communication jfexity is given by
insufficiently reliable and can ultimately cause enpatterns
in decoded sequence. In such situations the decoder gives upP[C =] < Alf™* O0<p<l, (20)
decoding and simply requests retransmission. These situa- ) ) _
tions are commonly called erasures, and decoding incoihereA is a constant ang is a power that goes to unity as
plete. A complete decoder such as the Viterbi decoder wolkd— Ro <Rc and to zero aR - Rc, whereRc is the channel
be forced to make an estimate, which may be wrong. Tkapacity andR, is called cutoff rate [4]. The distribution de-
probability of buffer overflow is several orders of magde scribed in (10) is called a Pareto distribution, pnsl called a
larger than the probability of incorrect decision whhe t Pareto exponent. It also holds that for time-varyindjisre
decoder operates close to the computational cutoff rate.  codesp is upper bounded by.



b) The Haccoun-Ferguson’s Algorithm

Haccoun and Ferguson [17] generalized the stack algo- .

rithm in order to trade error probability with decreases e
sure probability. Instead of extending one node beforée

ing, their algorithm extends several most promising ieand Iy v
dates thus having increased number of node computations o Lookforwardto |  Look forward to
when SNR in channel is high, but reducing it for low SNR-s he bestnode | the nextbest node
Senk and Radivojac [18] further generalized this procedur
since each following node extension can be adjusted tb a di YES NO
ferent type of channel.

o)

¢) The Multiple Stack Algorithm

The multiple stack algorithm is an example of a metric
first and depth-first search. It is designed to expluit good
characteristics of the basic stack algorithm with desm@a
erasure probability. This algorithm performs a metirigtf
search with a smaller initial stack than the originatlsigo-
rithm. If no path reaches decision depth, a small number

threshold
tight?

paths are taken off the stack and placed into anothésr stac Tighten threshol

smaller size; if the second search is unsuccessfignierates if possible tho vorst

a new search in the same way. This procedure contimiiés u node?

some path reaches the decision depth or limit on node com- Fig. 1. The Fano algorithm - flowchart

putationsCin, is violated. The steps of the algorithm are
1. Obtain the root node, set its Fano metric to zeng a . .
place it into the initial stack. Depth-first algorithms
2. Execute a standard stack algorithm until the present stack a) The Fano algorithm
is full. If the total stacks exceed a limit releaseoatput
the path in the best path buffer and stop. If a path reache The Fano algorithm [11] is one of the most practiogbal

depthL + 9, go to step 4. rithms for implementation. Its basic feature is thagxam-
3. Make a new stack with the béBpaths from the previous ines only one path at a time and proceeds alonglinasas
one, and go to step 2. its metric grows. When its metric begins to decretbadk-

4. If a path that reached the decision depth is in theainititracks along the path and explores other extensions stemming
stack, release it as output and stop. Else proceed to stefrbm it. It accomplishes this by varying a comparidoresh-
5. Check whether a path is the best so far found at delti in steps of magnitud& or its multiples. Since the algo-
L + 9/ and store it as the decoder’'s tentative decisiafithm expects metric always to grow, the threshold figist-
buffer if it is. Drop the present stack, return tt@ fprevi- ened (increased by the largest multipldafuch that the met-
ous one and go to step 2. ric of the path does not violate the threshold) whenéve
The advantage of the MSA over the conventional stagi-al metric is growing sufficiently on a forward search.héM the
rithm arises from the use of additional stacks. Thealnit algorithm encounters a metric dip, it goes backward aed th
stack is made large enough that only very noisy chamrel $netric is relaxed (lowered b§). No node is visited twice
quences require the use of the additional stacks. In sueb cagith the same threshold value. In each subsequent visie of
instead of extensively exploring the code tree, the dlgori same node, the threshold must be lower than when it was
quickly moves through it and finds a reasonable tentatiygeviously searched, which prevents it from being inam lo
decision. It then drops the current stack and gods foeex-  forever. It is assumed that there is a fictitious ndusgk-
plore previous stacks in detail searching for the miketyl \yards from the root node, with metrie, so that a look back
path. This is provided by the size of auxiliary stacks t8at from the root node always results in lowering of theesh-
substantially lower than the initial stack sizg:. If the limit 54 The flowchart of the algorithm is shown in Fig. 1.

on node computations is not small, it is highly liketpt the The Fano algorithm has very low storage and sorting re-
algorithm will make at least one tentative decisiomstde- qyirements. It trades them for a large number of node co
creasing the erasure probability. putations since it has to visit some nodes many tiraehe

When the channel sequence does not contain a la@nnel worsens. The extensive research showed that the
amount of errors the complexity of the algorithm is $a€e  Fang algorithm has practically the same performandbes
as that of the original stack algorithm. On the otherdha giack algorithm.
when it encounters a very noisy sequence it reduces the ggme other depth-first procedures of less importange, e.

search, but it highly depends on the algorithm parametetge single stack algorithm or the 2-cycle algorithm ban
Cim and the size of auxiliary stacks. The extensive sinaati toynd in [3].

of the MSA is performed in [12], and suggests the use of the

MSA for channels with high signal to noise ratio. Taigo- Bidirectional Algorithms
rithm can be also used for the channels with intersyrmbsol
terference, e.g. magnetic recording channel. Allrttoalifi- Another class of decoding algorithms are those that ex-

cations of the original stack algorithm that reduce thengpr ploit bidirectional decoding which is designed for framed
cost can be applied here as well. data. Almost all unidirectional procedures have thelirec-



F processing units (FPU-s)4 oce 2. extend best patj After each tentative decision,
. ive 5. sorting . pass . . . .

— successors successors several discarding criteria can be
0 1 F".”?...f*‘% AR SIS L+a—7 | applied. In [15] Senk and Radivojac
— i applied the Non-Selection Principle
- branch i Tgiinie and the maximum-likelihood crite-

rancne : H i
long tunnel rion described. The algorithm can

be easily performed by two proces-
sors, although one node computa-
L+M-T L+M—T-1g—----- — L+ M—TJ— - — 1 0 tion lasts longer then in the original
. Stack algorithm. Simulations show-
B processing units (BPU- ed [15] that the Pareto exponent of
the BSA in the moment when the
final decision is obtained is ap-

tional supplements since Forney showed that decoding can =~ . proximately doubled, but the dis-
start from the end of the sequence provided that thies trecardlng criteria used did not p_rowde the terminationthat
contains a tail. All bidirectional algorithms employ ctw S&me time. However, the algorithm may be stopped after the

searches from both sides. The forward search is pegtbr assigned time for its execution has elapsed, and in such case
using the original trellis code while the backward one entne €rasure probability is substantially decreased.
ploys thereverse codeThe reverse trellis code is obtained, WO additional bidirectional algorithms are worth men-

Fig. 2. Organization of the new bidirectional decoder

from the original code by time reversing. tioning. Belzile and Haccoun [19] investigated the bidirec-
tional M-algorithm. Since the M-algorithm inherently avoids
a) The Bidirectional Stack Algorithm erasures by its breadth-first nature it still sufferent the

correct path loss as its unidirectional version. Anothter-
This algorithm is independently proposed by Senk argsting algorithm is the Bidirectional Multiple Stack Algo

Radivojac [5][15][16], and Kallel and Li [14]. It uses tworithm [13]. It additionally decreases the erasure pritibabf

stacks: F (forward) and B (backward, that uses thersevethe MSA without compromising the error performance.

code). It is based on notionstahne] tentative decisiorand o _

discarding criteria The tunnel is the unique sequente A New Bidectional Algorithm

(0 <7< M) branches long that connects two states in the trel- ) ) L

lis. The tentative decision is the sequetice o branches _1he algorithm [20] usesi@ + 94— 7) processing units (in

long that connects the known initial and terminal Beltiates  Practice, this number can be somewhat smaller), Half o

(direction does not matter here) that has the highesimas which are mt_ended for forward search and_ the o_thers for

lated metric of all the sequences of that length aedlysp Packward (using the reverse code). Processing unigynsh

far. A set of discarding criteria is a means to beflorehand " Fig- 2, are arranged in two arrays so that the gssing

whether a partly explored path is likely to be a part ef thNit at dept deals only with paths of depths 1,1, andl +

finally decoded sequence or not (in the latter casepaiie + (EXCept for the processors at the ends of a rowj -

may be eliminated from the subsequent search). Siree §5SING Unit contains a stack of side (I being the depth of
second version of the algorithm is a special case of [1B]e unitl=1,2,...,L +9/—17) associated with it.

(whenT= 0) we give the steps of the BSA as: The steps of the algorithm are: _

1. Place the root node into F stack, and the unique termirial Put the root node into the first stack on the F side{fzad
node into B stack, associating them the zero metric. Make (Unique) terminal node into the first stack on the oppo-
one of this stacks active (e.g. the F one). site side, associating them the zero metric. _

2. Choose the node with the largest metric (of lengil, I3 The steps 2 — 4 are performed simultaneously in all proc-
from the active stack and eliminate it from the stadhk essing units from both directions. _ o _
it via a tunnel (if a tunnel is possible, i.e. if tetates 2. Choose the nod_e vx_nth_ the best metric and el_|m_|nate it
match) to each of the existing paths in the othetksta from the stack. Link it via a tunn_el to each of #xésting
Whose |engths arb_' + M_T(|f a tunne' iSMbrancheS pathS In the StaCk Whose |engt“_|3' I + M-T The tOtal
long, then the best path from the active stack can be length of the pathk + 2/ branches. Store the best one into
linked to all the paths from the other stack whose hengt  the tentative decision register. If there is alreaghath in
areL —I). The total length of the paths obtained in this the register, keep the better. Prune the paths remgaimi
way isl + T+ (L —| + % — 1) = L + 9 branches. Store the all stacks according to any of discarding criteria usied.
best one into the tentative decision register. Ifettisral- all the stacks are emptied in this way, output the figetat
ready a path in the register keep the better. Prune thedems_lon as the decoder’s final decision and terminate the
paths remaining in both stacks according to any of dis- algorithm. _
carding criteria used. If both stacks are emptied ia ths- Evaluate the metrics of all the successors of theessed
way, output the tentative decision as the decoder’s final Path, and eliminate all of them that do not conformheo t
decision and terminate the algorithm. Otherwise, evaluate discarding criteria established. Pass them to theepsec

the metrics of all the successors of the processéx aad ing unit at the following depth; _
eliminate all of them that do not conform to the didear 4- Receive all the successors from the previous depth and
ing criteria established. sort them according to their metrics. Return to step 2.

3. Sort the remaining successors into the active stack ac After each tentative decision, several discarding caiteri

cording to their metrics applying any tie-breaking rulefor the paths stored in all processing units arebéskeed.

Principle. Since this does not increase the probahufierror



significantly, all the paths from any direction thatru sat-
isfy this criterion when compared with the tentatilexision
should be discarded. Another type of discarding is based
the path distance. Denoting b{*(L — 1 + %/ - 9) the mini-
mum path metric from any stack from the reverse divecit
depths fromL — | + 4/ - TtoL + & — 7, a path of lengthand
distanced can be discarded whenewar d™(L — | + 9/ - 9)

= dp, wheredrp is the total accumulated distance of the
tentative decision. This is a maximume-likelihood critari
and used alone produces the MLD result. Moreover, a pz
may be discarded whenever it is ranked belowMhth place

in its current stack (as in the M-algorithm), or whea thet-
ric difference between the best path ever from a stadkhe
path in question is greater thdn (as in the T-algorithm).
Figure 3 shows the immense reduction of the decodirogt eff
in comparison with the BSA.

The algorithm may also be terminated after the time a--
signed for its execution has elapsed. Since the algorithm i
both directions easily follows the correct path tilineets an
error burst, and since the distribution of errors in tirenel
does not affect the performance in step 2, no cotvkctaror
pattern confined toI successive branches may affect the
number of steps to correct tentative decision (the ob- ot
tained by the VA). This would stimulate the choice ofgen a,.()= Z'Z-o o, ), G ),
tunnels if there were not the negative effect of pursiaing -

Fig. 3. Computational distributions
a) BSA —in the moment of reaching the final decision
b) BSA — in the moment when algorithm is terminated
¢) New alg. — in the moment of reaching the final denisio
d) New alg, — in the moment when algorithm is terminated

great number of unnecessary tunnels witapproachess. B.(j) = Zizf_lﬁ|+l(i) 3, (i),
Although the space complexity of the new algorithm is o ) )
linear with the information frame length, there are som ¥ (i.))=)  PIx |s =i,s.; =10 (14)

practical difficulties with passing on the discardingesid to Pls.=jls =i]Py, |x]
all the processing units and analyzing new candidatethe o _ S_”_ J S_ Yibxd

path stored in the tentative decision register. Thesklgms o @, )=a )y 0 )B ()

may be dealt easily if transfer of these data is pipdli too. The known initial conditions, i.e. a,(i=0)= 1,
A certain delay in passing on discarding criteria amtlea , (i#0)=0, B, (i=0) =1 B, (i #0)=0 meaning that

date tentative decisions thus imposed would yield somewhat . " o . .
P 4 tﬁe initial and terminating state in the trellistiee all zero

state, the steps of the algorithm are
C. Algorithms That Minimize Symbol Error Rate 1. Initialize a,(i),and B,., (i )for i=0,1,..,.2 -1 ac-

worse results.

a) The BCJR Algorithm cording to (14).

As soon ag, is received compute(i) andy(i, j). Store

. . L2
So far, we have considered the algorithms that migmiz a,(i) for alll andi.

the error probability of information sequengge, +,) They
accomplish it by searching for the “closest” sequece.,y 3. When the complete sequengg . ., is received, com-
according to the metric chosen. However, these algasithon pute Bi(i) using (14), and immediately the probabilities
not necessarily minimize the symbol or bit errorerdt is 0(i, j). Group those(i, j) that have the same information
independently proposed by Bat. al. and McAdamet. al. sequenced,, and choose the largest as the decoder esti-
[10], but more detailed description can be found in [9]. The mate.

algorithm is a special case of a more general probfees-o The basic problem with the algorithm is that it requires
timating the a posteriori probabilities of the staéad transi- both large storage and great number of computationshell
tions of a Markov source observed through a DMC, i.e. thglues of oy(i) must be stored, which requires almost

probabilities (L + M2 memory locations. The number of multiplica-
Pls =084 = § YjoLean], (11) tions required for determining trog(i) andp(i) for each | is

or equivalently 2C* D) and there are*? additions of 2 numbers as well.
0,(,])) =P[s =i,84 = |,YoL+s] (12) The computation ofi(i, j) is not costly and can be accom-

wheres is the state of the trellis duringth branch. Intro- Plished by a table Jookup. Finally, the computation of all
ducing ai(i, j) requires éf@“ ) multiplications for each, and 2 —
a,()=P[s =i,Yron] 1 comparisons in choosing the larggsConsequently, this
' 7 ond is an algorithm with exponential complexity and in practice
B (1) =PlYy Lasny IS =11, (13) can be applied only to decoding trellis codes with shért
v, ) =Pls. =iy ls =il and b_Iock lengthL. Neverfcheless, it is used_for iterative_
it is not hard [9] to show that decoding where such requirements can be fulfilled. The main
advantage of the algorithm in such cases is decoderigyabil
to estimatd[s,; = j|s =i ] which for the possible transi-



timateP[s,, = j |§ =i], which for the possible transitions[4] J. L. Massey, Coding and Complexity, CISM courses and
equals 2¢ only in the first iteration. lectures No. 216, Springer-Verlag, Wien, 1976.

) [5] V. Senk, “Bistack — A Bidirectional Stack Algorithm for
a) The SOVA Algorithm Decoding Trellis Codes,Proc. of XXXVI Conference on

The soft-output Viterbi algorithm (SOVA) [7] is a modi- =1\ PP- 153-160, Kopaonik, Yugoslavia, 1992.
fication of the Viterbi algorithm designed with themaito [6] A. J. Viterbi, J. Omura, Principles of Digital Comniu
estimate the reliability of every decoded bit by the WAs cation and Coding, McGraw-Hill, Tokyo, 1979.
applicable only to punctured codes (of any rate), who “ ) P
mother codes are of rate 1/N. The VA is used heresin i | f]EEHIEEl gﬁgﬁ‘fréoﬁ?r%rf,§|cggﬂ|§f (;rgan;%_lgggo?:lgg, .
slidinég window form, which differs from the ordinary Vi 1995 ' o R ' '
the 3° step :
3. Path SelectionFrom each list at depth select a path [8] -, “Applications of Error-Control Coding,TEEE Trans.

X,y With the largest metric for the next step, and discard Inf. Theory vol. IT-44, No. 6, pp. 2531-2560, Oct 1998.

the others. If two or more paths have the same etrj ]L. R. Bahl, J. Cocke, F. Jelinek, and J. Raviv, ‘Ol

choqse the beSt, one at r_andom. Find t_he pest of @ll Decoding of Linear Codes for Minimizing Symbol Error
survivor pathsxy,, and its corresponding information g+ " |EEE Trans. Intf. Theorypp. 284-287, Mar. 1974.

sequencey,, and release the bif; . Go to step 2. [10]P. L. McAdam, L. R. Welch, and C. L. Weber, “M.A.P.
The Sl|d|ng W|ndOW VA deCOdeS Inflhlte Sequences W|th de' b|t decod|ng Of Convo|utiona| Codesl” Proc_ Of |S|T 1972,
lay of & branches from the last received one. In order to Asilomar, USA.
minimize its memory requirements ¢ 1 trellis levels), and

achieve bit error rate only insignificantly higher thaith [11]R. M. Fano, * A heuristic discussion of probabilistie-

finite sequence VAS is chosen a8 = 49/, coding,” IEEE Trans. Inf. Theoryvol. IT-9, pp. 64-74,

The reliability (or soft value) of a bit L(i), is defined as APl 1963.
L(i) = In(Pf = 0] / P| = 1]). The SOVA further extends the[12]P. R. Chevillat and D. J. Costello Jr., “A Multiphtack
3" step in order to obtain this value, in the following/wa Algorithm for Erasure free Decoding of Convolutional

3. Path Selection (extensioret ify) ;,, j 0{0,1,...,5-1}, Codes,”[EEE Trans. Comm.vol. COM-25, pp. 1460-
' 1470, Dec. 1977.

be the information sequences which merge vijgh at
K. Li, S. Kallel, “A Bidirectional Multiple Stack Algo-

depthsl —j. Their paths have earlier been discarded dL[&3] . "
to E[)heir Io{/ver metrr)ics. Let the corresponding metife gtth, IEQ%I; Trans. Commyol. COM-47, No. 1, pp. 6-
ferences in the merging states be dendigdand let »an. '
g={j:i9 i’ }. ThenL(i,) = - 2i5) dninA, . [14]S. Kallel, K. Li, “Bidirectional Sequential Decoding,”
107 IEEE Trans. Inf. Theoryvol. IT-43, No. 4, pp. 1319-
Since VA decoding metric can be modified in a way to take 1326, July 1997.
into account a priori knowledge of input bit probabeij the

VA oft inout-soft output (SISO) block IA21V: _Senk and P. Radivojac, “The Bidirectional Stack Al-
tSu(r)bo dgigdti)r?gussfhder?wsess. nput-s utput ( ) gorithm,” Proc. of ISIT'97, p. 500, Ulm, Germany, July

1997.
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