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Abstract
Regular, systematic, and independent assessments of computational tools that are used to predict the pathogenicity of mis-
sense variants are necessary to evaluate their clinical and research utility and guide future improvements. The Critical Assess-
ment of Genome Interpretation (CAGI) conducts the ongoing Annotate-All-Missense (Missense Marathon) challenge, in 
which missense variant effect predictors (also called variant impact predictors) are evaluated on missense variants added to 
disease-relevant databases following the prediction submission deadline. Here we assess predictors submitted to the CAGI 
6 Annotate-All-Missense challenge, predictors commonly used in clinical genetics, and recently developed deep learning 
methods. We examine performance across a range of settings relevant for clinical and research applications, focusing on dif-
ferent subsets of the evaluation data as well as high-specificity and high-sensitivity regimes. Our evaluations reveal notable 
advances in current methods relative to older, well-cited tools in the field. While meta-predictors tend to outperform their 
constituent individual predictors, several newer individual predictors perform comparably to commonly used meta-predictors. 
Predictor performance varies between high-specificity and high-sensitivity regimes, highlighting that different methods 
may be optimal for different use cases. We also characterize two potential sources of bias. Predictors that incorporate allele 
frequency as a predictive feature tend to have reduced performance when distinguishing pathogenic variants from very rare 
benign variants, and predictors trained on pathogenicity labels from curated variant databases often inherit gene-level label 
imbalances. Our findings help illuminate the clinical and research utility of modern missense variant effect predictors and 
identify potential areas for future development.

Introduction

Predicting the significance of genetic variation is an ongo-
ing challenge that is essential for determining genetic sus-
ceptibility to disease and identifying causal variants in rare 
disease diagnosis (Critical Assessment of Genome Inter-
pretation Consortium 2024). Clinical sequencing laborato-
ries often struggle with the interpretation of low-frequency, 
rare, and de novo variants seen in patients, classifying them 
as variants of uncertain significance (VUS) due to a lack 
of available evidence about their pathogenicity. Interpreta-
tion of missense variants is of particular interest due to their 

frequent occurrence and wide range of potential effects on 
protein function and clinical phenotypes, ranging from no 
effect to either an adaptive effect or a highly penetrant patho-
genic loss or gain of function (Rost et al. 2016).

To address this challenge, many computational tools—
collectively termed missense variant effect predictors or 
variant impact predictors—have been developed over the 
past three decades to predict the consequences of mis-
sense variants. The American College of Medical Genetics 
and Genomics (ACMG) and the Association for Molecu-
lar Pathology (AMP) have developed guidelines for clas-
sification of clinical variants as pathogenic or benign, 
which provide rules for integrating numerous lines of evi-
dence, including predictions from computational tools as 
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supporting evidence (Richards et al. 2015). More recently, 
ClinGen provided updated recommendations, advising that 
some independently calibrated computational tools provide 
stronger levels of evidence for high-scoring variants (Pejaver 
et al. 2022; Stenton et al. 2024; Bergquist et al. 2024).

These computational tools leverage variant- and gene-
level annotations, such as evolutionary conservation and 
protein structural properties, as predictive features (Hu et al. 
2019; Katsonis et al. 2022). Variant effect predictors have 
varied goals: for example, some are trained to predict a vari-
ant’s potential to disrupt protein molecular function, others 
attempt to infer effects on organismal fitness, while many, 
especially those trained on clinical databases, aim to predict 
variant effects on disease (pathogenicity). In this study, we 
evaluate all types of computational methods on their perfor-
mance in pathogenicity prediction. Predictions from individ-
ual tools often disagree, which motivated the development of 
ensemble methods, or meta-predictors, trained to aggregate 
predictions from multiple tools. Meta-predictors tend to have 
improved performance over their component predictors, but 
rely on the continued development of individual predictors 
that incorporate information from new or complementary 
predictive features. Therefore, it is important to assess the 
performance of both meta-predictors and individual predic-
tors on the task of missense variant pathogenicity prediction.

The goal of the CAGI Annotate-All-Missense challenge, 
also termed the Missense Marathon, is to conduct an ongo-
ing assessment of missense pathogenicity predictors (both 
existing tools and those newly submitted to the CAGI chal-
lenge) using variants that have been classified as patho-
genic or benign in clinical variant databases or identified as 
disease-causing variants since the close of the most recent 
challenge. Teams submitting to the challenge were asked to 
provide prediction scores for all possible missense single 
nucleotide variants (SNVs) in the human reference genome, 
based on dbNSFP v4 (Liu et al. 2020), similar to existing 
missense variant effect predictors with precomputed scores 
(Lin et al. 2024). A preliminary, limited assessment of mis-
sense predictors was previously performed as part of CAGI 5 
(Critical Assessment of Genome Interpretation Consortium 
2024). Here we perform a more extensive analysis of mis-
sense variant effect predictors for the challenge in CAGI 6, 
using variants with pathogenicity information made avail-
able between November 2021 and April 2023 in our evalu-
ation set.

Results

Evaluation dataset

We curated a dataset of low-frequency (allele frequency 
< 0.05 ) missense variants classified in ClinVar (Landrum 

et al. 2018) as either Pathogenic or Benign with at least one 
star (excluding those with conflicting assertions) or listed as 
disease-causing (DM) entries in the Human Gene Mutation 
Database (HGMD) (Stenson et al. 2020). Our dataset was 
restricted to variants that were newly added to these data-
bases after the close of the CAGI 6 Annotate-All-Missense 
challenge in October 2021. We consider the ClinVar and 
HGMD data both together and separately in the analyses 
below, to explore differences between the databases. Vari-
ants with pathogenicity information available in ClinVar, 
HGMD, or UniProt (McGarvey et al. 2019) prior to the 
close of the challenge were explicitly excluded. Common 
variants were removed, as they should be considered benign 
per the updated standalone BA1 rule in the ACMG/AMP 
guidelines (Ghosh et al. 2018). Additional details of dataset 
construction are provided in Methods. The resulting dataset 
contained 6,103 pathogenic and 4,353 benign variants from 
2,115 genes, with an allele frequency distribution shown in 
Fig. S1.

Missense variant effect predictors

We evaluated the performance of 60 missense variant effect 
predictors, of which 12 were submitted by 6 teams to the 
CAGI 6 Annotate-All-Missense challenge. The additional 
tested methods include predictors commonly used by the 
clinical genetics community and recently developed deep 
learning methods for missense variant interpretation (listed 
in Table S1 and Methods). All assessed predictors were 
either released before the close of the challenge or did not 
train on variant pathogenicity data released after the chal-
lenge ended, to ensure no overlap with the evaluation set. 
Nonetheless, other more subtle forms of circularity may 
exist (e.g. Grimm et al. (2015)) and are discussed in more 
detail below. We also note that some predictors were trained 
or fine-tuned on variants from population databases such 
as gnomAD (Karczewski et al. 2020), which contain allele 
frequency information but not clinical classifications; there-
fore, we did not specifically exclude such variants from the 
evaluation set.

For presentation clarity, in most analyses, we show 
results for a select subset of 26 predictors: the top-per-
forming model from each team from the CAGI 6 chal-
lenge, predictors widely used by the clinical genetics 
community, and recently developed methods that have 
garnered interest. We note that 5 of the 6 top-performing 
CAGI 6 team submissions are (nearly) identical to pre-
viously published methods—3Cnet (Won et al. 2021), 
MetaRNN (Li et al. 2022), MISTIC (Chennen et al. 2020), 
SNPs&GO (Calabrese et al. 2009), and VESPAl (Marquet 
et al. 2022). In figures, we label them with both their 
familiar method name and the submitting team identifier 
(e.g. 3Cnet/3billion). The sixth team submission, labeled 
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as DEOGEN2/(IB)2, uses DEOGEN2 (Raimondi et al. 
2017) scores when available and rescaled PROVEAN 
(Choi et al. 2012) scores when not. Of the remaining 20 
highlighted predictors, 15 are commonly used in clinical 
genetics and research applications: BayesDel (with and 
without allele frequency) (Feng 2017), CADD (Rentzsch 
et al. 2019), ClinPred (Alirezaie et al. 2018), Eigen (Ion-
ita-Laza et al. 2016), FATHMM-XF (Rogers et al. 2018), 
MutationAssessor (Reva et al. 2011), MutPred2 (Pejaver 
et al. 2020), M-CAP (Jagadeesh et al. 2016), PolyPhen2 
(Adzhubei et  al. 2010), phyloP (Pollard et  al. 2010), 
PROVEAN (Choi et al. 2012), REVEL (Ioannidis et al. 
2016), SIFT4G (Vaser et al. 2016), and VEST4 (Carter 
et al. 2013). Among the 5 recently developed methods 
(AlphaMissense (Cheng et  al. 2023), ESM-1b (Rives 
et  al. 2021), EVE (Frazer et  al. 2021), PrimateAI-3D 
(Gao et al. 2023), and VARITY (Wu et al. 2021)), all but 
VARITY are deep learning methods that are not super-
vised on known variant pathogenicity labels. Correlations 
between the predictions from these tools, as measured on 
our evaluation dataset, are shown in Fig. S2.

In addition to these 26 predictors shown in the figures, 
summary metrics for the full set of 60 tested predictors 
are provided in Table S1.

Full ROC curve performance

For each predictor, we first constructed its Receiver Operat-
ing Characteristic (ROC) curve based on the full evaluation 
dataset and computed the Area Under the ROC (AUROC) 
(Fig. 1 and Table S1). We show performance for meta-pre-
dictors and individual predictors separately in all figures, 
since we find that meta-predictors tend to achieve higher 
AUROCs by combining scores from individual predictors, 
consistent with previous observations. We also demarcate 
predictors that incorporate allele frequency as an explicit 
predictive feature with diamonds, due to limitations in their 
compatibility with other ACMG/AMP lines of evidence.

On the full evaluation dataset, meta-predictors that 
explicitly incorporate allele frequency as a predictive fea-
ture reach an AUROC of 0.92 (ClinPred, MetaRNN), while 
meta-predictors that do not explicitly incorporate allele 
frequency reach an AUROC of 0.88 (VARITY_R) (Fig. 1). 
Although we limited the evaluation dataset to low-frequency 
variants, the methods that explicitly use allele frequency 
likely benefit from the remaining allele frequency imbalance 
in the evaluation dataset, in which pathogenic variants have 
lower allele frequencies than benign variants (Fig. S1). We 
further explore the effect of allele frequency below. The indi-
vidual predictor with the highest AUROC on the full evalu-
ation dataset (AlphaMissense) also reaches an AUROC of 

Fig. 1   Full ROC curve performance. We show the ROC curves and 
AUROCs for meta-predictors (left) and individual predictors (right) 
on the full evaluation dataset. Predictors marked by diamonds use 

allele frequency as a feature. The black dashed lines at 5% FPR and 
95% TPR demarcate the boundaries of the high-specificity and high-
sensitivity regions, respectively, which are enlarged in Fig. 2
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0.88. In general, there are multiple predictors with AUROCs 
within a few percentage points of one another—including 
AlphaMissense, MutPred2, 3Cnet, PrimateAI-3D, and 
VEST4—indicating that a number of approaches all have 
strong performance. Among the deep learning methods that 
do not supervise on labeled pathogenic or disease-causing 
variants, those that model both protein structure and protein 
language (AlphaMissense and PrimateAI-3D) slightly out-
perform those that model only protein language (ESM-1b 
and EVE).

The above results were computed for each predictor on 
only the subset of variants from the evaluation dataset that 
were scored by that predictor, ignoring missing predictions. 
However, 8 out of 26 predictors do not report scores for at 
least 5% of the evaluation dataset (Fig. S3). Most notably, 
EVE does not supply predictions for 37% of the dataset. 
Therefore, in Fig. S4, we compare performance on the full 
dataset (n = 10, 456) to performance on the smaller set of 
variants that are scored by all predictors ( n = 4, 769) . 23 out 
of 26 predictors have higher performance on the latter set, 
suggesting that variants that are not scored by some predic-
tors tend to be harder to predict. However, we find that the 
ordering of predictors by AUROC is largely similar for both 
sets of variants.

ClinVar and HGMD data subsets

Pathogenic variants in our evaluation dataset were sourced 
from two databases with very different curation strategies. 
ClinVar is a publicly accessible database with variant classi-
fications primarily submitted by genetic testing laboratories, 
which apply ACMG/AMP guidelines for systematic clas-
sification of likely clinical relevance. HGMD is a licensed 
database that compiles disease-relevant variants from the 
primary literature, including basic research studies. Owing 
to its varied data sources, HGMD variant assertions are not 
subjected to a standardized, weighted evaluation of evidence 
like those in ClinVar.

To distinguish performance on the two databases, we con-
structed two subsets of our evaluation dataset: one contain-
ing pathogenic variants only from ClinVar, and the other 
containing pathogenic variants only from HGMD. In both 
cases, all benign variants were from ClinVar, since HGMD 
does not curate benign variants. Figure S5 shows the dif-
ference in performance on these two data subsets. All pre-
dictors have higher performance on the evaluation subset 
containing pathogenic variants from ClinVar, indicating a 
qualitative difference between pathogenic variants from the 
two databases. This difference is likely due in part to false 
positives among HGMD’s DM assertions (McLaughlin et al. 
2014; Sharo et al. 2023), though it may also reflect differ-
ences in variant predictability or complexity between the two 

databases. Notably, predictor rankings are largely similar in 
the two cases.

To further explore how model performance varies with 
the confidence level of variant classifications, we created a 
subset of our evaluation dataset containing only the Clin-
Var variants with two or more stars ( n = 47 ); i.e., variants 
with multiple submitters and no conflicts. Our original data-
set also included one-star, single-submitter classifications 
(with conflicting entries already excluded). On the higher-
confidence, two-star subset, nearly all models have higher 
performance (Fig. S6), with some even achieving a perfect 
AUROC. This improvement may indicate that our one-star 
assessments underestimate true accuracy, or that two-star 
variants have greater bias or circularity concerns (such as 
those discussed below). However, the size of the two-star 
subset is too small to draw robust conclusions about perfor-
mance or model rankings, or to perform many of our sub-
sequent analyses.

High‑specificity and high‑sensitivity performance

The AUROC metric used above aggregates performance 
across all possible decision rules, or score thresholds, for 
separating predicted benign variants from predicted patho-
genic variants. However, in practice, typically only a single 
decision rule is used for a particular application. While not 
all practitioners may choose the same decision rule, there 
are two general regimes in which computational predictors 
of missense variant pathogenicity are most likely to be used. 
First, for clinical variant interpretation, high confidence 
classifications of pathogenicity are required when report-
ing results to patients. Especially when reporting secondary 
genomic findings, which are putatively pathogenic variants 
of concern unrelated to the original reason for testing (Katz 
et al. 2020), false positives should be minimized to avoid 
overdiagnosis. Accordingly, practitioners will employ a 
decision rule with a low false positive rate (FPR), or equiva-
lently, high specificity. To measure performance in this set-
ting, we examined the high-specificity region ( FPR ≤ 5% ) 
of the ROC curves from Fig. 1 (Fig. 2a). (This particular 
5% FPR threshold is arbitrary but represents a useful deci-
sion rule in this scenario.) Second, for exploratory analysis 
of whole-exome or whole-genome sequencing data, high 
sensitivity is often desired. For example, in a research envi-
ronment, when analyzing data from a patient with an undi-
agnosed genetic disorder, computational predictors can be 
used to narrow down a list of VUS to those variants that 
should be prioritized in follow-up studies, ideally without 
mistaking the true pathogenic variant as benign. Accord-
ingly, practitioners will employ a decision rule with a high 
true positive rate (TPR), or equivalently, high sensitivity 
(Rastogi et al. 2022). To measure performance in this set-
ting, we examine the high-sensitivity region ( TPR ≥ 95% ) 
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(A)

(B)

Fig. 2   Performance in high-specificity and high-sensitivity 
regimes. We show enlarged portions of the ROC curves from Fig. 1 
to focus on (A) the high-specificity region ( FPR ≤ 5% ) and (B) the 
high-sensitivity region ( TPR ≥ 95% ) for meta-predictors (left) and 

individual predictors (right). We also show the normalized area under 
the curve in these regions (normalized such that a perfect classifier 
gets a score of 1 and a random classifier gets a score of 0.5). Predic-
tors marked by diamonds use allele frequency as a feature
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of the ROC curves (Fig. 2b). For both the high-specificity 
( FPR ≤ 5% ) and high-sensitivity ( TPR ≥ 95% ) regions of 
the ROC curves, we compute a normalized area under the 
curve in these regions (McClish 1989). Table S1 lists the 
full-curve AUROC, high-specificity AUROC, and high-
sensitivity AUROC for all 60 predictors included in our 
evaluation.

Notably, the performance of some predictors varies sub-
stantially between the two classification regimes. MetaRNN, 
which uses allele frequency as a predictive feature, excels in 
the high-sensitivity region, particularly for true positive rates 
that approach 100%. On the other hand, MISTIC performs 
well in high-specificity regions but struggles in high-sensi-
tivity regions, indicating its suitability for clinical variant 
classification rather than exploratory research. Among the 
individual predictors, PolyPhen2_HVAR has strong perfor-
mance in the high-sensitivity region, but lower performance 
relative to other predictors in the high-specificity region, 
whereas MutationAssessor and ESM-1b both have lower 
performance in the high-sensitivity region. These findings 
underscore the notion that different methods may be better 
suited for different clinical or research applications.

Effect of allele frequency

As illustrated in Fig. S1, pathogenic variants tend to have 
lower allele frequencies than benign variants in our evalua-
tion dataset. This trend is expected, as deleterious variants 
are more likely to be under negative selection and therefore 
less common in the population. However, for many clinical 
use cases, it is important to be able to distinguish very rare 
benign variants from pathogenic variants, for example in 

data from rare disease patients. Methods that utilize allele 
frequency as a predictive feature might struggle with variant 
classification in this setting. To evaluate the effect of allele 
frequency on performance, we binned the benign variants 
in our dataset by their allele frequencies and compared per-
formance when differentiating benign variants in each bin 
from the full set of pathogenic variants (Fig. 3). Three of 
the four methods that utilize allele frequency as a predictive 
feature—ClinPred, MetaRNN, and BayesDel_addAF, which 
are also top-performing predictors in the above analyses—
show a marked performance decrease on very rare benign 
variants. Despite this decline, MetaRNN and ClinPred still 
outperform most other predictors in distinguishing very 
rare benign variants from pathogenic variants, indicating 
that their predictions are not excessively reliant on allele 
frequency. VARITY_R also has notably high performance 
on very rare benign variants. The effect of including allele 
frequency as a predictive feature can also be illustrated by 
comparing the two versions of BayesDel with and without 
allele frequency. BayesDel_addAF (which performs 4% 
better than BayesDel_noAF on the full-dataset AUROC) 
has much higher performance in most of the benign allele 
frequency bins, but BayesDel_noAF outperforms Bayes-
Del_addAF in the lowest allele frequency bin.

To minimize the effect of allele frequency on our 
performance metrics, we created a subset of the evalu-
ation dataset in which allele frequencies were matched 
between pathogenic and benign variants. We then com-
pared performance on the full dataset to the allele fre-
quency matched dataset (Fig. S7). Methods that use allele 
frequency as a predictive feature have the largest drop in 
performance. Some methods that do not explicitly use 

Fig. 3   Allele frequency bias. 
Top-performing predictors are 
evaluated for distinguishing 
benign variants in different 
allele frequency bins from 
pathogenic variants. All 6103 
pathogenic variants were used 
in each evaluation, and benign 
variants were stratified by their 
allele frequencies obtained 
from the control cohort exomes 
in gnomAD v2.1.1 (Karcze-
wski et al. 2020). Predictors 
marked by diamonds use allele 
frequency as a feature
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allele frequency also have slightly lower performance on 
the allele frequency matched dataset, likely because allele 
frequency correlates with other features used by these 
tools (e.g. conservation scores).

Finally, while we used an upper allele frequency 
threshold of 0.05 to construct our dataset of low-fre-
quency variants (following the BA1 rule), some clini-
cal settings might use more stringent thresholds. To test 
whether our results are robust to the choice of allele fre-
quency threshold, we varied this upper bound from 0.05 
down to 0.001, which is commonly used in clinical set-
tings (Fig. S8). We find that performance remains largely 
unchanged across these thresholds, though methods utiliz-
ing allele frequency as a feature start to show marginal 
performance degradation at the 0.001 threshold. These 
results indicate that the choice of allele frequency thresh-
old does not significantly affect our conclusions.

Effect of gene label imbalance

Databases of disease-relevant variants, such as ClinVar 
and HGMD, have large imbalances in the ratio of patho-
genic to benign variants per gene, which may reflect bias 
in which variants have been studied rather than the true 
fitness landscape for those genes (Grimm et al. 2015). 
To gauge the degree of label imbalance in our evaluation 
dataset, we tested a simple baseline model, similar to the 
one outlined in Cheng et al. (2023). The baseline model 
assigns the same score to all variants in a gene, equal to 
the fraction of high-confidence missense variants from 
ClinVar and HGMD that were available before the cut-
off date for our evaluation dataset and were labeled as 
pathogenic or disease-causing in those databases. On our 
evaluation dataset, this simple model achieves an AUROC 
of 0.74 (Fig. S9), rivaling the performance of the best 
conservation score, phyloP100way_vertebrate.

To minimize the effect of gene label imbalance on our 
performance metrics, we created a subset of the evalua-
tion dataset containing an equal number of pathogenic and 
benign variants per gene. We then compared performance 
on the original dataset to the gene label-balanced dataset 
(Fig. 4). Many of the tested predictors, particularly many 
of the meta-predictors, have lower performance on the 
label-balanced dataset. However, predictors that do not 
train on labeled pathogenic or disease-causing variants 
(including but not limited to AlphaMissense, PrimateAI-
3D, CADD, Eigen, EVE, ESM-1b, phyloP, and VESPAl) 
do not show a degradation in performance. The largest 
increase in performance on the gene label-balanced data-
set is observed for SNPs&GO.

Effect of prior pathogenicity probability on evidence 
thresholds

A recently developed calibration method adopts a principled 
probabilistic approach to determine, for any given predictor, 
the thresholds at which its scores meet ACMG/AMP evi-
dence strengths (supporting to very strong) for both patho-
genicity and benignity (Tavtigian et al. 2018; Pejaver et al. 
2022) using an estimated prior probability of pathogenicity 
(Zeiberg et al. 2020). For different applications, particularly 
in research settings, a variety of prior probabilities may be 
relevant. Therefore, we applied this calibration method to all 
tested predictors at five different prior probabilities of patho-
genicity (0.02, 0.04, 0.06, 0.08, and 0.10) using our evalu-
ation dataset. Figures S10 and S11 display the dependence 
of the resulting score thresholds on the prior probability for 
meta-predictors and individual predictors, respectively. In all 
cases, lower prior pathogenicity probabilities lead to reduced 
evidence strengths for both benignity and pathogenicity. We 
note that due to the previously observed effect of allele fre-
quency on the performance of tools that explicitly include 
allele frequency as a predictive feature, in future studies such 
tools should be calibrated separately on variants within each 
allele frequency bin.

Discussion

We present the first full assessment of the ongoing CAGI 
Annotate-All-Missense challenge, evaluating the ability 
of computational variant effect prediction tools to classify 
missense variants as pathogenic or benign under a variety 
of evaluation conditions. In general, we find strong perfor-
mance of many predictors on an evaluation dataset of mis-
sense variants that were classified in ClinVar or added as 
disease-causing in HGMD after the close of the CAGI 6 
Annotate-All-Missense challenge in October 2021.

Rather than using a single overall performance metric, it 
is important to evaluate missense variant effect predictors in 
a variety of settings that are relevant to different clinical or 
research applications. We examined performance in high-
specificity and high-sensitivity settings separately, since 
high specificity is most relevant to clinical variant classi-
fication and high sensitivity is most relevant to exploratory 
analysis of whole-genome or whole-exome sequencing data 
in a research setting. We also examined performance on 
subsets of the evaluation dataset that were either matched 
for pathogenic and benign allele-frequency distributions or 
that included only very rare benign variants. These evalu-
ation settings are important for applications that already 
use allele frequency as a separate criterion for establishing 
benignity (e.g. BA1 (Ghosh et al. 2018)) or that aim to clas-
sify missense variants within a pool of very rare variants 



288	 Human Genetics (2025) 144:281–293

from rare disease patients. In general, we find that predictors 
with strong performance tend to perform well across mul-
tiple settings, but that the specific predictor rankings differ 
between settings, suggesting that different predictors may 
be best suited to different clinical or research applications. 
We recommend that practitioners consider the most relevant 
evaluation data subsets or the most relevant portions of ROC 
curves for their application and choose methods based on 
performance in those settings, rather than examining only 
the full AUROC on the full evaluation dataset.

We also evaluated performance on a subset of the evalu-
ation dataset with equal numbers of pathogenic and benign 
variants per gene, due to substantial imbalance in the class 
labels of the available variants for many genes in the full 
dataset. This type of imbalance is present within clinical 
variant databases and leads predictors trained on variants 
from such databases to learn gene-level properties in addi-
tion to variant-level properties for variant classification, 
which tends to result in reduced performance on the gene 
label-balanced subset. However, interpreting performance 

on this subset is complicated by the fact that some gene 
label imbalance is reflective of true biology, such as a dif-
ferent tolerance to mutation for different genes, while some 
is due to current practices in clinical testing or bias in the 
amount of attention and research effort devoted to particular 
genes and diseases. Separating the different factors contrib-
uting to gene label imbalance is an ongoing challenge in the 
evaluation of missense variant effect predictors. As above, 
we note that while the specific predictor rankings differ on 
this evaluation subset, predictors with strong performance 
in other settings also tend to perform well in the gene label-
balanced setting.

For this assessment, we used recently classified or dis-
ease-relevant variants from clinical variant databases due 
to their relevance for evaluating clinical utility; however, 
we note that this source of evaluation data has several limi-
tations in addition to the gene label imbalance discussed 
above. Importantly, there are likely to be some errors in the 
labels provided by these databases, which limit the maxi-
mum achievable performance in our evaluation. Although 

Fig. 4   Gene label balancing. We constructed a gene label-balanced 
subset of our evaluation dataset containing an equal number of patho-
genic and benign variants per gene. This label-balanced dataset con-
sists of 2140 variants from 504 genes. Performance on the label-bal-

anced dataset (y-axis) is compared to performance on the full dataset 
from Fig. 1 (x-axis) for meta-predictors (left) and individual predic-
tors (right). Predictors marked by diamonds use allele frequency as a 
feature
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we attempted to reduce such errors by using high-confi-
dence labels from each database—variants with Benign 
or Pathogenic labels (excluding Likely Benign and Likely 
Pathogenic), non-conflicting interpretations, and either at 
least 1-star ratings from ClinVar or disease-causing (DM) 
label from HGMD—some incorrectly labeled variants 
likely remain. To account for possible systematic differ-
ences between the two databases, we report performance 
on the ClinVar and HGMD subsets of pathogenic variants 
separately, in addition to performance on the full evalua-
tion dataset. The substantially lower performance that we 
observe for all predictors on the HGMD disease-causing 
variants likely reflects differences in annotation practices 
between the two databases. These differences may contrib-
ute to the higher false positive rate previously reported for 
HGMD (McLaughlin et al. 2014; Sharo et al. 2023) but may 
also result in ClinVar containing variants that are inherently 
easier to classify. Nonetheless, predictor rankings are largely 
similar when evaluated on pathogenic variants from the two 
databases separately.

In addition, many missense variant effect predictors were 
trained using data from clinical variant databases, and any 
overlap between these training variants and the variants in 
the evaluation dataset would inflate the performance esti-
mates for such predictors. To avoid overlap, we specifically 
excluded variants from our evaluation dataset that had patho-
genicity information available in ClinVar, HGMD, or Uni-
Prot, which are the most commonly used databases for train-
ing predictors, prior to the close of the CAGI 6 challenge. 
However, it is possible that some evaluation set variants had 
been studied in the literature or included in other specialized 
databases prior to this date, where pathogenicity labels could 
have been available for training. Another limitation of using 
clinical variant databases for evaluation is the potential for 
circularity if predictions from any of the tested tools were 
considered when making pathogenicity classifications for 
the variants in the evaluation dataset. Based on the Richards 
et al. 2015 (Richards et al. 2015) ACMG/AMP guidelines, 
computational predictions had primarily been used only as 
supporting evidence for classification, but recent clinical 
recommendations (Pejaver et al. 2022) identified thresholds 
at which predictions from certain tools provide stronger lev-
els of evidence. Therefore, it is possible that computational 
predictions had some influence on the most recently clas-
sified variants, which would result in inflated performance 
estimates for those and related tools. To enable continued 
unbiased assessments of missense variant effect predictors 
in the future, it will be essential for clinical variant data-
bases to document the lines of evidence used for each variant 
classification.

Overall, our results indicate that currently available tools 
for missense variant effect prediction provide a powerful line 
of evidence for classifying missense variants of uncertain 

significance. While we find that meta-predictors tend to out-
perform their constituent individual predictors, a number of 
individual predictors have performance close to that of com-
monly used meta-predictors, particularly meta-predictors 
that do not explicitly include allele frequency as a predictive 
feature. We note continued progress in the field relative to 
the oldest and most cited tools, as well as recent advance-
ment in developing individual predictors that are not trained 
on variants from clinical variant databases, making them less 
susceptible to biases in the collection and interpretation of 
variant data. Several such predictors achieve strong perfor-
mance in our assessment, including predictors that use only 
unsupervised or self-supervised training schemes. These 
types of predictors are promising candidates to be incorpo-
rated into future meta-predictors and combined with other 
complementary information related to variant pathogenicity. 
This ongoing CAGI challenge will continue to evaluate such 
developments and to assess state-of-the-art methods as the 
field progresses.

Methods

Evaluation dataset construction

We created an evaluation dataset by incorporating variants 
from both the April 4, 2023 version of ClinVar (Landrum 
et al. 2018), which contains both pathogenic and benign 
variants, and the 2023.1 Professional version of the Human 
Gene Mutation Database (HGMD) (Stenson et al. 2020), 
which contains only pathogenic variants.

We assigned molecular effects to all variants using SnpEff 
(Cingolani et al. 2012), which was configured with the 
Ensembl 105 gene set, and retained all single-nucleotide var-
iants that were annotated as missense in at least one affected 
transcript, excluding variants that were assigned a higher 
impact annotation (HIGH impact or splice_region_
variant) in another transcript.

To ensure that all predictors were tested on variants that 
they had not previously seen during training, we removed (1) 
all variants, except those of uncertain significance, present 
in the November 7, 2021 version of ClinVar, (2) all DM vari-
ants present in the 2021.4 version of HGMD, (3) all variants, 
expect those of uncertain significance, present in the 2021.4 
version of the UniProt Humsavar database (McGarvey et al. 
2019), and (4) variants in the AlphaMissense validation set 
(used for early stopping). These cutoff dates were chosen 
based on the CAGI 6 Annotate-All-Missense challenge, 
which closed on October 11, 2021. Motivated by PM5 
(Richards et al. 2015), we also excluded variants affecting 
the same codon as any of the aforementioned removed vari-
ants to minimize data leakage (Fig. S12).
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Among the remaining variants, we only retained those 
with high-confidence pathogenicity classifications in Clin-
Var (either Benign or Pathogenic with 1 star or above, 
except those with conflicting interpretations) and high-con-
fidence disease-causing (DM) HGMD variants. We further 
removed variants that can be inferred to be benign by their 
allele frequency in gnomAD exomes v2.1.1 (Karczewski 
et al. 2020), as per the revised BA1 criterion (Ghosh et al. 
2018). Specifically, we removed variants with a control 
global allele frequency > 0.05 or control continental allele 
frequency > 0.05 with at least 2000 observed alleles in any 
of the five major continental populations: African/African 
American (AFR), Latino/Admixed American (AMR), East 
Asian (EAS), South Asian (SAS), and non-Finnish European 
(NFE). Furthermore, we discarded all variants that were not 
present in a Mendelian disease gene. For the purposes of 
this study, we consider Mendelian disease genes ( n = 3465 ) 
to be those with at least one high-confidence (as described 
above) pathogenic variant of any mutation class in the April 
4, 2023 version of ClinVar. Lastly, we excluded variants that 
predictors submitting to the CAGI 6 Annotate-All-Missense 
challenge were not asked to score. Our final dataset contains 
6,103 pathogenic and 4,353 benign variants.

Procuring predictions

We evaluated 60 missense variant effect predictors, none of 
which were trained on clinical pathogenicity data released 
after the CAGI 6 Annotate-All-Missense challenge deadline.

CAGI 6 Annotate-All-Missense submissions. Six teams 
submitted a total of twelve models to the challenge. Submit-
ters were asked to provide a prediction score for a pre-speci-
fied list of missense variants throughout the genome (based 
on dbNSFP v4 (Liu et al. 2020)), of which our evaluation 
dataset is a subset. All team identities and model details 
were hidden until the conclusion of the analysis.

Predictors available in dbNSFP. We obtained predictions 
for 40 tools from the dbNSFP v4.2a database (released on 
April 6, 2021) (Liu et al. 2020). Version 4.2a of the database 
was chosen as the last release before the CAGI 6 Annotate-
All-Missense challenge deadline. For each predictor, we 
extracted the rank score of all dataset variants using SnpSift 
(Cingolani et al. 2012). The rank score of a variant is its 
percentile, scaled between 0 and 1, among all variants in 
dbNSFP, with higher rank scores corresponding to more 
deleterious predictions. If a variant was assigned multiple 
rank scores (e.g. if the method makes separate predictions 
for each affected transcript), we took the highest rank score.

VARITY. Predictions from the VARITY class of models 
(Wu et al. 2021) (VARITY_R, VARITY_R_LOO, VAR-
ITY_ER, VARITY_ER_LOO), were added to dbNSFP 
v4.4a (released on May 6, 2023 after the challenge deadline). 
However, the VARITY models were trained on ClinVar and 

HGMD data released prior to the challenge deadline (F. Roth 
and J. Wu, personal communication, July 12, 2023). The 
same procedure described above was used to extract VAR-
ITY scores from dbNSFP v4.4a.

MutPred2. Predictions from MutPred2 (Pejaver et al. 
2020) on the evaluation dataset were provided by the origi-
nal authors (V. Pejaver, personal communication, August 25, 
2023). Scores were provided per affected isoform, and the 
most pathogenic score was chosen.

PrimateAI-3D. Predictions from PrimateAI-3D (Sunda-
ram et al. 2018) for most human missense variants were 
provided by Illumina. If a variant mapped to multiple genes, 
the most pathogenic score was chosen.

ESM-1b. ESM-1b (Rives et  al. 2021) variant effect 
scores were computed for all possible amino acid changes 
in most proteins in the human proteome by Brandes et al. 
(2023). SnpSift was used to annotate each dataset variant 
with affected Ensembl transcripts and corresponding amino 
acid changes. Because ESM-1b scores are indexed by Uni-
Prot identifiers, we used the UniProt ID mapping service 
(https://​www.​unipr​ot.​org/​id-​mappi​ng) to convert Ensembl 
transcripts to UniProt IDs. If a variant mapped to multiple 
proteins, the most pathogenic score was chosen.

EVE. EVE (Frazer et al. 2021) provides variant effect pre-
dictions in the form of VCF files for 2951 human proteins. 
The VCF files were downloaded on May 23, 2023 from 
https://​evemo​del.​org/​downl​oad/​bulk. If a variant mapped to 
multiple proteins, the most pathogenic score was chosen.

AlphaMissense. We downloaded AlphaMissense (Cheng 
et al. 2023) scores for variants in canonical isoforms and 
non-canonical isoforms on September 19, 2023 from https://​
conso​le.​cloud.​google.​com/​stora​ge/​brows​er/​dm_​alpha​misse​
nse. If a variant mapped to multiple isoforms, the most path-
ogenic score was chosen.
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