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Review
Post-translational modifications (PTMs) have been
recognized to impact protein function in two ways:
(i) orthosterically, via direct recognition by protein
domains or through interference with binding; and (ii)
allosterically, via conformational changes induced at the
functional sites. Because different chemical types of PTMs
elicit different structural alterations, the effects of combi-
natorial codes of PTMs are vastly larger than previously
believed. Combined with orthosteric PTMs, the impact of
PTMs on cellular regulation is immense. From an evolu-
tionary standpoint, harnessing this immense, yet highly
specific, PTM code is an extremely efficient vehicle that
can save a cell several-fold in gene number and speed up
its response to environmental change.

PTMs expand proteome complexity with little
evolutionary cost
Signaling pathways control how cells perceive and respond
to the environment. One major way that pathway complex-
ity and cellular life is regulated is through PTMs. PTMs
can involve covalently linking chemical groups, lipids,
carbohydrates or (poly)peptide chains to amino acids of
the target molecule during or after its translation. Similar
to noncovalent binding, PTM events can take place at the
functional site (orthosteric PTMs) or away (allosteric
PTMs). Orthosteric PTMs work via direct recognition.
Allosteric PTMs can lead to conformational and dynamic
changes; their introduction perturbs the protein structure
because it needs to accommodate them. As databases show,
PTMs are common and extensive: current data suggest
more than five confidently identified PTM sites per (modi-
fied) protein in the human genome, and every fifth protein
is modified by multiple PTM types [1]. PTMs frequently
take place in disordered regions, which can help modifica-
tion enzymes recognize and catalyze the reactions [2].
Similar to noncovalent binding, PTM events can lead to
dissociation of a binding partner if the perturbations that
they elicit are large enough to weaken the interaction; this
can result from the cumulative effect of multiple (homo- or
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heterotypic) PTMs. From an evolutionary standpoint, mul-
tiple PTM sites, types, and combinations could be an
advantageous route to adapt a signaling protein to an
increasing number of binding partners while retaining
the same number of genes in the genome (Box 1).

The large number of PTMs per molecule argues that
many cannot be accommodated by recognition domains
and thus must act allosterically (Figure 1). Although the
literature richly describes the mechanisms of direct recog-
nition, this is not the case for allosteric PTMs. This review
first explains the allosteric mechanisms through which
PTMs work. Because the allosteric effects of PTMs depend
on their type, protein environment, and other PTMs on the
protein, the number of possible PTM codes is vastly larger
than has been recognized (Figure 2). For example, in
transcription factor p53 there are at least 50 PTM sites
[3]; the FoxO family of forkhead transcription factors is
regulated by specific combinations of PTMs, including
phosphorylation, acetylation, and ubiquitylation, where
distinct FoxO PTM combinations act as a ‘FoxO code’
[4]. Seventeen possible PTM acceptor residues were de-
scribed in FOXO3a (Fokhead box O3) alone, and it was
estimated that single and binary multiple modifications
could give rise to thousands of different PTM isoforms [5].

A combinatorial code imparts high specificity in a way
that is similar to a jigsaw puzzle. The tight packing among
all molecules means geometrical fitting: it is difficult to
replace one molecule with another, particularly if it has a
different shape. The shapes must fit together and there is
only one way to achieve it. Because there are many types of
PTMs, and a protein is typically modified at many sites,
the advantages of using protein domains and whole pro-
teins in a combinatorial manner can be further enhanced
by transient PTMs [6]. PTMs are recognized by specific
domains; therefore, different combinations would lead to
different assemblies. Collectively, this further emphasizes
the fundamental importance of PTMs in signaling [7,8]
and the extraordinary extent to which evolution has
exploited their occurrence. At the same time, it under-
scores the crucial role of allostery [9–11] in signal propa-
gation and, consequently, in cell activity. Combined, the
functional site and the allosteric PTMs provide powerful
discriminatory readout codes that have been harnessed by
evolution at relatively small cost to regulate biological
processes.
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Box 1. The advantages of combinatorial PTMs from an evolutionary standpoint

Cellular signaling is complex and dynamic. Complexity is essential

because the cell needs to respond to extremely large and variable

combinations of conditions; dynamism is crucial, because cellular

responses need to be fast. Complexity and dynamics can be

mediated by protein–protein interactions and by PTMs. The

strategies adopted by evolution to address complexity include

genomic rearrangements, duplication events, and alternative spli-

cing. Duplication of protein–protein interaction domains [64], among

which are PTM recognition domains, is a particularly common

mechanism that facilitates emergence of protein interactions and

expansion of the functional repertoire [65]. The combinatorial code

of proteins is a powerful theme in cell regulation [66]. Just as

different PTMs and protein domains can be combined to create a

protein with a unique function, different proteins can be combined to

create protein complexes with a unique function [67]. One example

is the specific organization of transcription factors (TFs) and

cofactors in enhanceosomes, leading to gene-specific transcription

initiation [68]. Enhanceosomes consist of multiple TFs bound to DNA

recognition elements (REs) and their cofactors. The REs are

separated by spacers, which disfavor those TFs that are either too

large to fit together or too small. The interferon (IFN)-b enhanceo-

some crystal structures [69] show that there are few protein–protein

interactions even though consecutive REs overlap. Data suggest that

the organization of the REs cooperatively enhances the binding of

TFs to neighboring REs and restricting others [70]. A key advantage

of combinatorial patterns is that even though there can be small

differences between species in the number of genes, they can

present large differences in complexity [71]. Dynamicity is accom-

plished by propagation of the signals across the cell. Rapid

propagation is helped by the functional modular organization of

the cellular network [72]; by pre-encoded sequences in key regions

of the proteins, such as loops and linkers which facilitate conforma-

tional transitions [73]; by tight packing at protein–protein interfaces

which can be achieved by conformational disorder [74]; by large

multimolecular complexes; and by PTM codes, which provide a way

to regulate protein function on a very short time scale.
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Figure 1. Post-translational modifications (PTMs) can perform their function through two distinct mechanisms. This classification is based on whether the covalently added

module (CAM) is attached directly to (orthosteric) or away from (allosteric) the functional site. (a) Depicts orthosteric regulation by a PTM, in which the CAM (red) functions

through direct interaction with a PTM recognition domain of a substrate (green or orange) at the functional site. The PTM can either promote or stabilize binding of the

substrate (green, prey) to the enzyme (blue, bait) (upper row); or inhibit binding or promote disassociation (lower row) of a substrate (orange). This is the more commonly

described mechanism in the literature. (b) Depicts allosteric regulation by a PTM, in which the CAM is located in the vicinity or far away from the functional site. The

conformational change at the CAM site is illustrated by the strain energy (blue ellipsoids) that is created by the CAM and propagated to the active site (at the top). Similar to

orthosteric PTMs, allosteric PTMs can either promote or stabilize substrate binding to the enzyme (upper row), or inhibit or dissociate enzyme–substrate interactions (lower

row).Through the allosteric mechanism of regulation by PTMs, nature can take advantage of the enormous diversity of PTM types, combinations, and sites to achieve

specific interactions among homologs in a protein family.
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Modes of PTM functions
We classify PTM functions into two major categories: (i)
those that are at the functional site; adopting drug termi-
nology, we call these orthosteric; and (ii) those that are
elsewhere in the molecule, away from the functional site;
we refer to these as allosteric. Orthosteric PTMs function
either via direct recognition by recognition domains or by
blocking active sites through direct interference with bind-
ing. By contrast, allosteric PTMs function through confor-
mational changes [12]. Since allosteric PTMs are away
from the active sites, it can be expected that they are less
evolutionarily conserved than orthosteric PTMs. Although
not discussed in this review, chemical modifications on
lipids and particularly on DNA can also follow such orthos-
teric/allosteric classification. Figure 1 illustrates orthos-
teric (Figure 1a) and allosteric (Figure 1b) PTM types.
448
PTMs at the functional site that act via direct recognition

We first relate to some of the major PTM types. They are of
fundamental importance, provide key codes for protein
function, and act in combination with allosteric PTMs.
Ubiquitin recognition domains are the largest group of
PTM recognition domains due to the large number of
ubiquitin-type modifications [7]. Different ubiquitin chain
types function in distinct cellular processes and pathways;
however, current data suggest that all can target proteins
for degradation [13], particularly Lys48- and Lys11-linked
chains [13,14]; Lys63-polyubiquitin has a role in endocyto-
sis, DNA-damage response and signaling [15]. Lys48-
linked chains can be recognized by the ubiquitin-associated
(UBA) domain of hR23; Lys63-linked chains can be recog-
nized by the compact Npl4 zinc finger (NZF) recognition
domain of TAK1 (TGF-b-activated kinase 1)-binding
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Figure 2. Allosteric post-translational modifications (PTMs) can vastly increase the complexity of combinatorial PTM codes. An allosteric PTM can play two distinct roles in

a combinatorial PTM code: it can exclude binding of a substrate (green, prey) by preventing the addition of a required orthosteric PTM (a), or it can control substrate binding

by causing a conformational change in a nonorthosteric binding face (b). In (a), the strain energy created by the allosteric covalently added module (CAM) propagates (blue

ellipsoids) to the orthosteric PTM site, resulting in a conformational change at the orthosteric PTM site that prevents the addition of CAMs (red) and thus obstructs

subsequent binding. In (b), the allosteric CAM (brown) causes a conformational change at another binding surface. Because the orthosteric PTMs and the distal site are

required for binding a substrate (green, prey), the allosteric CAM disrupts the binding. Through a similar mechanism, allosteric PTMs can also create a positive

combinatorial code (promoting binding) as depicted in (c) with two consecutive allosteric PTMs, rather than a negative code (disruption).
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protein 2 (TAB2); and monoubiquitin can be recognized by
the ubiquitin-interacting motif (UIM) domain of vps27. In
addition, ubiquitin-like PTMs such as small ubiquitin-like
modifier (SUMO) also play key roles [16,17]; for instance,
linear SUMO chains are recognized by the UBAN [ubiqui-
tin binding in ABIN, A20-binding inhibitor of NF-kB (nu-
clear factor-kB) activation] domain of NEMO (NF-kB
essential modulator).

The diversity of phosphate recognition domains is lim-
ited. Phosphorylation of serine, threonine, tyrosine, aspar-
tic acid, and histidine is a fundamental regulatory signal in
the cell (Figure 3a), and a series of phosphorylation events
is a common strategy in signal amplification [6]. Examples
of recognition domains include Src homology 2 (SH2),
phosphotyrosine-binding domain (PTB), and 14-3-3. Acet-
ylation of the lysine e-amino group is also frequent
(Figure 3b). Acetylation of histones is a key epigenetic
event. In addition to the regulation of transcriptional
activity, histone acetylation can enhance protein–protein
interactions (PPIs) [18] and compete with ubiquitylation
on the same lysine, therefore preventing degradation [19].
Acetylated lysines are recognized by the bromodomain [6].
Methylated lysines can be recognized by the chromodo-
main, and methylated arginines by the tudor domain [6].

PTMs at the functional site that block active sites

(Figure 3c)

Orthosteric PTMs can also act by blocking an otherwise
available functional site. The bulky SUMO modification
can block the binding of partner proteins if the SUMO-
ylation site is close to a protein-binding site [20,21]. For
example, SUMO attachment to the N-terminal helix of E2
ubiquitin-conjugating enzyme E2-25K impairs its interac-
tion with the E1 ubiquitin-activating enzyme, which uses
the same helix [22]; Cdc25B, which regulates the entry into
mitosis, is regulated by PTMs that block binding to 14-3-3.
Phosphorylation of Ser321 by a cyclin-dependent kinase
blocks the 14-3-3 binding to Ser323. Loss of 14-3-3 binding
449
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Figure 3. The structural basis of cellular function through combinatorial post-translational modifications (PTMs). (a, b) Illustrate two recruitment events that are facilitated

through binding to single orthosteric PTM (a) and double orthosteric PTMs (b) on the partners, respectively. In (a), the phosphate of phosphoserine (pSer 133) in the pKID

domain of cAMP-response element binding protein (CREB) mediates (green) CREB:CBP complex binding by forming four hydrogen bonds (broken lines), including one with

Tyr658 of the KIX domain of CBP (red) (PDB 1kdx [60]). This example illustrates the direct involvement of a covalently added module (CAM) in an orthosteric PTM. In (b), two

acetylation marks (double orthosteric PTMs) on a histone H4 tail (green) are recognized by the bromodomain (BD1) of Brdt (red), a testis-specific member of the BET protein

family (PDB 2wp2 [61]). That BD1 fails to bind monoacetylated H4 tail illustrates the essential role of combinatorial PTMs in interaction specificity. (c) Illustrates how orthosteric

PTMs can disrupt interactions to attenuate a functional binding event. In (c), the crystal structure of human FOXO3a DNA-binding domain (DBD) (red) is shown complexed with a

13-bp DNA duplex (green and yellow) (PDB 2uzk [62]) that contains a FOXO consensus binding sequence (GTAAACA). Two C-terminal DBD residues that can be post-

translationally modified (Lys245, Ser253), highlighted by transparent circles, interact with the DNA phosphate group. Acetylation of Lys245 by CREB or phosphorylation of

Ser253 by protein kinase B (PKB) has been suggested to disrupt the protein–DNA contacts and thereby reduce FOXO transcriptional activity. In (d), an example of double

allosteric PTMs that activate the target enzyme through conformational changes is shown. Two MAP kinase ERK2 structures are superimposed [63]; one is the inactivated form

(labeled ERK2 in red, PDB 1erk) and the other is the activated, dually phosphorylated form (p2ERK2 in green, PDB 2erk). The ribbons in dark color highlight those matched

residues which are separated by more than 2.0 Å. The conformational changes due to the dual allosteric PTMs (pThr183 and pTyr185) are reflected by the darkly colored ribbon

region, which corresponds to the substrate recognition site and the dimerization site. In this figure, only side chains of PTMs plus residues involved in dimerization are drawn in

ball-and-stick model, and the CAM(s) are highlighted in white. Abbreviations: pKID, kinase-inducible domain of CREB; CBP, cyclic-AMP response element binding protein (CREB)

binding protein (CBP); KIX a domain of CREB binding protein; BET, Bromo and extra terminal family; FOXO3a, Forkhead box O3.
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increases substrate access to the catalytic site of Cdc25B.
By contrast, unphosphorylated Ser321 appears to help
stabilize 14-3-3 binding to Ser323 and thus decrease
Cdc25B activity [23]. The Ser321 phosphatase docking site
overlaps that of cyclin-dependent kinase; thus, the phos-
phatase and kinase affect Cdc25B activity not only through
catalysis but also through restricting each other’s access to
their target substrate [24].

PTMs away from the functional site that cause a

conformational change

The roles of PTMs as allosteric modulators are well estab-
lished. The covalent linkage of a large and often charged
450
group perturbs its immediate molecular environment. The
atoms around the linked group have to adapt themselves to
optimize their interactions. Existing contacts can be bro-
ken and others formed. In turn, the effect of these changed
contacts propagates to the next layer of atoms, which also
readjust their interactions with their neighborhood. This
propagation is called ‘population shift’ [10,11,25]. In this
way, the allosteric effect resulting from a PTM perturba-
tion propagates across the structure, similar to waves
initiating from the spot where a thrown stone hits the
water. However, unlike waves in a pond, allosteric propa-
gation takes place through numerous distinct pathways; a
few major, others minor. Eventually, the propagation
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reaches the active site to upregulate or downregulate the
activity of the protein. The allosteric effect can be
expressed in small or large changes in conformation or
protein dynamics.

The conformational and dynamic changes elicited by the
allosteric PTMs are diverse. They can stem from electro-
static repulsion (or attraction), or van der Waals forces,
attractive or repulsive; and they can lead to broadly differ-
ent functional consequences. Here, we provide examples
focusing on ubiquitylation and phosphorylation. Ubiquity-
lation can cause conformational changes in dimeric
enzymes, transiently inactivating them. This type of regu-
lation has been shown for the thyroid hormone-activating
type 2 deiodinase (D2, an endoplasmic reticulum-resident
type 1 integral membrane enzyme) [26] (Figure 4a). D2 is a
homodimer with interacting surfaces at its transmem-
brane and globular cytosolic domains. Upon binding its
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rhythmic synthesis of transcriptional repressors that
rhythmically repress their own transcription. A striking
example relates to the Neurospora crassa clock protein
FREQUENCY (FRQ) (Figure 4b). FRQ is progressively
phosphorylated at up to 113 sites during the day and is
eventually degraded. Two amphipathic motifs in FRQ
interact to bring the positively charged N-terminal region
into proximity with the negatively charged middle and C-
terminal regions. This interaction leads to the recruitment
of casein kinase 1a (CK1a), which then progressively phos-
phorylates the N-terminal domain of FRQ at up to 46 sites.
The increasing number of phosphorylated sites decreases
its isoelectric point and creates charge repulsion between
the N terminus and C terminus. The progressive increase
in charge repulsion triggers an allosteric conformational
change that leads to an open conformation. This allows
CK1a to access a previously hidden PEST sequence in the
negatively charged central region of FRQ, which leads to
FRQ degradation [35]. Another example of phosphoryla-
tion allosterically regulating the circadian machinery
comes from the cyanobacterial circadian oscillator. In this
system, the proteins KaiA and KaiB alternately stimulate
autophosphorylation and autodephosphorylation of KaiC,
respectively, with a periodicity of approximately 24 h. In
this example, dynamics-driven protein allostery of autop-
hosphorylation and autodephosphorylation of KaiC orches-
trates a cycle of biochemical events. Thus, although
allosteric effects can be enthalpic by causing a conforma-
tional change, they can also be entropic [36], and entropy-
driven allostery can also be elicited by PTMs [37].

Other PTMs such as nitration and acetylation can also
lead to diverse conformational changes (e.g., in the C
terminus of the host-encoded cellular prion protein PrPc

[38]) as do the elongated and complex sugar patterns in
glycosylation [39]. However, they too can regulate function
through dynamic changes. N-linked glycosylation of hu-
man interleukin-7 receptor a (IL-7Ra) allosterically
enhances its binding affinity to human IL-7 300-fold, but
no significant conformational changes were induced by
glycosylation of IL-7Ra; biophysical observations point
to entropic allosteric effects [40] similar to those observed
in N-glycans in the cystic fibrosis transmembrane conduc-
tance regulator (CFTR) [41].

Combinatorial ‘PTM code’
A specific post-translational modification site does not
necessarily correspond to a single, specific functional read-
out; and a complete list of PTM sites and types does not
spell the ‘PTM code’ of a protein. Instead, the functional
PTM code is most likely to be encoded in a combinatorial
manner and be cell context-dependent [4,5,42–46]. Intui-
tively, if there were only one assigned function per gene
product, the limited number of genes in the genome could
not account for the huge biological complexity observed.
Thus, it is not surprising that a single protein is capable of
performing diverse biological functions through a reservoir
of ‘specific’ combinatorial PTMs [4,44–46], in which each
combination of PTMs spells a different, although related,
function, such as enzyme activation or deactivation, or
recruitment or release of a domain, protein, or complex.
PTM codes can also act additively to fine tune regulation.
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The distinct PTM combinations in the epigenetic chroma-
tin code that specify such functional variability of a set of
proteins provide an example [47]. The effects cascade down
the signaling pathway and determine cellular response.
Mechanistically, a combinatorial PTM landscape is
encoded to either create a specific binding surface
(Figure 3b), or to disrupt an existing association (Figures
2 and 3c); the outcome can affect intramolecular or inter-
molecular interactions.

Why a combinatorial PTM code?

Signal transduction via PTMs is initiated by an event that
stimulates an enzyme to attach (or to remove) a particular
PTM to a target substrate protein. At the same PTM site,
there might be competition from some other signaling
event to attach a different PTM type. The activated,
post-translationally modified enzyme can also activate
(and sometimes post-translationally modify) another
PTM enzyme in a cascading way, which further diversifies
the PTM pattern. Thus, the complexity of PTM readouts,
which are recognized by effector proteins or complexes, is
expected: combinatorial PTMs can arise through several
distinct signal transduction pathways, and a particular
combination can specify a function.

Regulation based solely on an orthosteric PTM pattern
has been usefully classified into several categories: coop-
erative (multisite); sequential (order-dependent); antago-
nistic, and mutually exclusive PTMs [48]. It can be further
extended if we include an intramolecular PTM recognition
code (not associated with an effector), or if the modifying
enzyme is attaching to a complex and modifying several
proteins in the complex; in such a case the target protein is
a protein complex, and the PTMs are in several chains
(intermolecular crosstalk) [49]. Figure 2 illustrates how
the complexity of combinatorial PTM codes can be vastly
broadened by including allosteric PTMs in addition to the
orthosteric PTMs, and Box 1 describes the advantages of
combinatorial PTMs from an evolutionary standpoint.

A PTM code might work only in a specific cellular
context; however, appending contexts to combinatorial
codes would immensely complicate its characterization.
To account for PTM complexity, we suggest the following
code/function format: each PTM code gives the total num-
ber of PTM sites (including the ‘must be vacant’ sites) and a
description of the individual site and type. The functional
description would provide the PTM code with its effector
molecule and the associated action. The detailed descrip-
tion of each PTM site, in addition to its type, would also
need to specify whether the site modification is pre-ac-
quired (sequential, orthosteric, or allosteric), orthosteric,
or allosteric. Because a specific code spells a function, each
PTM code in a complete combinatorial list for a given
protein or complex is assumed to be independent. However,
the functions spelt by the distinct codes are related; for
example, controlling association/dissociation. The domi-
nant (overriding) [4] status of PTM codes with opposite
functions should also be registered. Such a complete list of
PTM codes could provide the foundation for deciphering
the complex biological logic of signaling via PTMs.

Technically, a protein containing n PTM sites could
result in an extremely large number of configurations;
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for example, 2n distinct molecules if each site can be
modified by only one PTM type. However, because of the
evidence that some groups of sites are antagonistic, that
others are spatially compartmentalized or work in concert
to provide a single functionality, and a possibility that yet
others exert weak or no functional influence [50], it is
unlikely that each distinct configuration is reachable or
that it codes for a different function. For example, that
there are �800 human proteins already verified to contain
�10 confidently identified PTM sites in UniProtKB might
argue for an extreme complexity of the human proteome.
Instead, it is more reasonable to assume that there exist
(generally overlapping) subsets of PTM configurations,
each facilitating or carrying out a distinct context-specific
function, and fine tuning is possible within each particular
configuration set. The exponential nature of this combina-
torial PTM code could then facilitate a wide range and
diversity of (potentially) specifically regulated cellular
responses. Combined with our still rudimentary under-
standing of protein function as a whole, this suggests that
the full extent of PTM functional repertoire is far from
understood. Next, we provide some combinatorial PTM
examples and analyses based on specific cases in the
literature and high-throughput data.

Analysis of combinatorial PTMs

Combinatorial PTM codes can comprise orthosteric PTMs,
allosteric PTMs, or both. It is inherently more difficult to
describe an allosteric or mixed code. This is because unlike
orthosteric codes, allosteric PTM codes depend on the
context of the protein. Description of specific allosteric
codes is challenging: the collective effect of a PTM combi-
nation will vary across different proteins. It will depend on
the protein surface environment and its chemical proper-
ties; on protein size, compactness, composition, architec-
ture, spatial organization of specific residues, loops, and
linkers through which the allosteric pathways can propa-
gate; and the protein binding partners and environment
(e.g., membrane, compartment, ions, cofactors, DNA/
RNA). Yet, it is this vast combinatorial complexity that
can help to fine tune function.

Epigenetic regulation can provide an example of a com-
binatorial PTM code [51,52]. HMGA1a, a small heterochro-
matin-associated high mobility group protein, is highly
modified. Proteomic approaches to identify potential com-
binatorial modification patterns on HMGA1a [53] observed
that the main combinatorial PTMs are N-terminal acety-
lation, Arg25 methylation and phosphorylation of the three
most C-terminal serine residues. In human prostate cancer
cells, the three C-terminal serine residues are phosphory-
lated, Arg25, Arg57, and Arg59 can be monomethylated
and dimethylated; Ser35, Thr52, Thr77, Ser98, Ser101,
and Ser102 are phosphorylated when Arg25 is methylated;
and more. The most abundant forms of modified HMGA1a
possess N-terminal acetylation and phosphorylation of two
of the three residues Ser98, Ser101, and/or Ser102. Collec-
tively, these implicate an HMGA1a PTM code [53]. Com-
parative analysis of histones from wild type embryonic
stem cells (ESCs) and ESCs deficient in Suz12, a core
component of the polycomb repressive complex 2, revealed
a dramatic reduction of histone H3K27 methylation and an
increase in H3K27 acetylation. This uncovered an antago-
nistic methyl/acetyl switch at H3K27. This effect was
accompanied by H3K36 acetylation and methylation
[54]. Additional examples of combinatorial histone modi-
fications were also documented [55].

The idea of a PTM-driven combinatorial pattern is
supported by our large-scale analysis of the relationship
between the number of partners in a PPI network and the
number of post-translationally modified sites available for
each protein. For example, in the human PPI network, we
find that hub proteins (defined here as proteins with �10
partners) have a significantly larger number of confidently
identified PTM sites (3.9 vs 1.7; P = 3.2 � 10–48; t-test)
compared with non-hub proteins (proteins with <10 part-
ners). Similarly, multifunctional proteins (defined here as
those with more than one leaf term in the Gene Ontology)
are significantly enriched in confidently identified PTMs
(3.4 vs 2.1; P = 1.1 � 10–16, Molecular Function Ontology;
2.8 vs 2.0, P = 8.5 � 10–7, Biological Process Ontology; t-
test). Therefore, a larger number of PTM sites could lead to
a greater number of PPIs and might be a convenient
evolutionary mechanism to create multiple binding inter-
faces in a single protein.

Allosteric PTMs can facilitate disruption of complexes
Interactions not only form; they also need to break. To date,
conformational changes have generally been viewed as
important for recognition and binding. Although binding
and disruption are mechanistically similar events, the role
of conformational changes in disrupting interactions have
been largely overlooked. Yet, the allosteric effects elicited
by PTMs can lead to dissociation of PPIs nearby and far
away (Figures 1b and 2). The strain energy following
covalent linkage (or removal) is expected to be larger than
that generated by noncovalent events; this is because
covalent bonds are stronger and geometrically restricting,
and therefore can generate the extra strain required to
accommodate them, which can facilitate PTM-elicited al-
losteric dissociation. The dissociation of ubiquitylated pro-
teins from the adaptor proteins that mediate their
association with the scaffold (cullin) in the E3 ligase ma-
chinery might provide an example of such an outcome of
the allosteric propagation across the substrate protein. The
strain generated by the more complex, or multiple [6,7],
ubiquitin chains might facilitate dissociation.

Allosteric PTMs can also facilitate disruption of com-
plexes through conformational changes induced by attrac-
tive/repulsive van der Waals forces or electrostatic
repulsion, similar to FRQ [35] (Figure 4b). The location
of the PTM can be near the interaction site and involve
more than one PTM. The high mobility group nucleosomal
(HMGN) protein family, which regulates chromatin func-
tion, illustrates such a scenario. The HMGN2 nucleosome-
binding domain binds to the acidic patch in the H2A–H2B
dimer and to nucleosomal DNA near the entry/exit point,
thus stapling the histone core and the DNA. During mito-
sis, phosphorylation of Ser24 and Ser28 of the histone core,
which are close to the acid patch, induces dissociation of
the HMGNs from the nucleosome [56]. The negative
charges created by phosphorylation result in unfavorable
electrostatic interactions with the acidic patch and
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destabilization of the HMGN2–nucleosome complex. An-
other striking example involves Unc-51-like kinase 1
(Ulk1), a key initiator for mammalian autophagy, which
is dramatically dephosphorylated upon starvation and
subsequently dissociates from AMPK. Ser638 is depho-
sphorylated first, followed by Ser758, which is closer to
the interaction site. Phosphorylation at Ser638 and Ser758
is crucial for the Ulk1–AMPK association [57]. The pro-
posed role of PTMs in mediating allosterically elicited
dissociation leads to questions related to turnover rates
[58]. For example, how does the E3 machinery ‘know’
whether the ubiquitin chain should (or should not) be
elongated or branched? Such questions are crucial to the
fate of the protein substrate, because they can distinguish
between signal transduction and degradation signals, and
can control subcellular localization shuttling. If no other
factors are involved, whether the substrate is further
(poly)-ubiquitylated or dissociates can depend on the rela-
tive turnover rates between these (ubiquitylation and
dissociation) processes in the substrate–E3 interactions.

Concluding remarks
PTMs are common, frequent, and varied; thus, the number
of possible PTM combinations is huge. Further, variants
also include different linkages of the same and of different
PTM types. This combinatorial complexity provides PTM
codes, where each code spells a specific function. PTMs are
either at the functional site, or elsewhere, in which case
they work via allosteric effects that change the protein
surface nearby or far away. To date, attention has largely
focused on the mechanisms of PTMs at the functional site
and their recognition by specific recognition domains. Here
we focus on allosteric PTMs. The variable PTM chemistry
(charge, polarity, hydrophobicity), volume, shape, size, and
protein environment can lead to hugely different, yet
‘specific’, allosteric effects. Integration of allosteric PTM
combinations with the codes spelt by orthosteric PTMs
suggests that the number of possible PTM codes is vastly
larger than is currently believed. From an evolutionary
standpoint the advantage to the cell is clear: the cell can
function with fewer genes, because a single gene product
can fulfill many (finely tuned) functions through variations
in its PTM code, which can be dynamically regulated.
Although a development of a PTM system required the
evolution of PTM conjugation and removal enzymes and
their regulators, thereby adding genetic complexity, the
evolutionary cost is relatively low because any given en-
zyme can act on many substrates (as shown by the kinases,
phosphatases, and the E2/E3 ubiquitylation enzymes).
From a cellular standpoint, the key feature is acquiring
functional specialization, which is exquisitely achieved by
the PTM codes.

The landscape of functional allosteric PTM codes is
hugely complex and dynamic, making a precise description
of a combinatorial PTM code a daunting challenge. Yet, in a
sense there lies its power: it highlights the unlimited
number of PTM codes that are available to the organism
as it evolves. Additionally, patterns can have similar func-
tional consequences among protein interaction domains,
DNA-binding motifs, or homologous architectures. Tech-
niques such as NMR and molecular dynamic simulations,
454
which describe dynamic ensembles of proteins, might also
provide some clues. We expect that as more structural and
functional data come out, the major PTM combinatorial
codes and their functional consequences will be uncovered
within their cellular context; and that these play key roles
in deciding cell fate. Single and multiple PTMs are known
to lead to such effects; allosteric combinatorial codes can
refine and better specify distinct functions under varied
physiological conditions.

Note added in proof
Additional potential allosteric PTM sites are listed in [59].
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