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Abstract— Reinforcement Learning (RL) has the potential to
enable robots to learn from their own actions in the real world.
Unfortunately, RL can be prohibitively expensive, in terms of
on-robot runtime, due to inefficient exploration when learning
from a sparse reward signal. Designing dense reward functions
is labour-intensive and requires domain expertise. In our work,
we propose Goal-Contrastive Rewards (GCR), a dense reward
function learning method that can be trained on passive video
demonstrations. By using videos without actions, our method is
easier to scale, as we can use arbitrary videos. GCR combines
two loss functions, an implicit value loss function that models
how the reward increases when traversing a successful tra-
jectory, and a goal-contrastive loss that discriminates between
successful and failed trajectories. We perform experiments in
simulated manipulation environments across RoboMimic and
MimicGen tasks, as well as in the real world using a Franka
arm and a Spot quadruped. We find that GCR leads to a more-
sample efficient RL, enabling model-free RL to solve about
twice as many tasks as our baseline reward learning methods.
We also demonstrate positive cross-embodiment transfer from
videos of people and of other robots performing a task. Website:
https://gcr-robot.github.io/.

I. INTRODUCTION

On-robot Reinforcement Learning (RL) of manipulation
policies is highly challenging because of the exploration
problem: a robot can spend hours randomly exploring its
environment before chancing upon a goal state. Prior ap-
proaches to improve sample-efficiency for on-robot RL re-
lied on hand-designing behavior priors [1], primitives [2]
and equivariant policies [3], or on bootstrapping RL with
teleoperated demonstrations [4], [5]. Foundation models are
effective at detecting goal completion [6], [7], [8], [9], but
their application to fine-grained reward prediction is more
challenging [10], [11]. Can we design a scalable way to guide
RL exploration across many manipulation tasks?

The robotics community has had a growing interest in
learning state similarities from passive videos (demonstra-
tions without actions) [12], [13], [14], [15], [16], [17]. These
works learn an implicit state value function that takes a
query image from a video and a goal image and estimates
the similarity of their underlying states. Implicit state value
functions can be trained using diverse and relatively abundant
video data, including videos of a robot or human performing
desired “in-domain” tasks, as well as videos of “out-of-
domain” tasks performed by humans [18], [19] and other
robot morphologies [20], [21]. Therefore, implicit state value
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Fig. 1: A model trained with only a temporal loss LT assigns a
high state value (left) to the pair of state-goal images (right) due
to the arm being in the same pose, whereas a model trained with
a combination of LT and a contrastive loss LN (ours) learns to
distinguish the position of the block, assigning a low state value.
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Fig. 2: On-robot reinforcement learning system overview.

functions can scale much better than approaches requiring
robot action data. While implicit value pre-training has been
primarily used as a representation learning method [13],
[14], [15], [16], [17], its application to online RL is less
explored [22], [12]. In the context of RL, implicit state value
functions could be used to scale reward learning by serving
as an intrinsic reward for an RL agent; the agent is rewarded
as its observed state progresses towards the desired goal state.
Can implicit value functions effectively guide online RL?

In our work, we explore this question through the appli-
cation of Value-Implicit Pre-training (VIP) [14] to reward
shaping for on-robot RL. The primary challenge we face is
that throughout training the RL agent observes new states
that might be out of distribution for the implicit value
function. Consequently, it is possible (and often easy) for
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the agent to “hack” the value function by reaching high-
value states that do not satisfy the goal condition. Figure 1
shows one such example. We find that simply fine-tuning
VIP on newly collected data is insufficient to learning an
accurate value function.

To solve this problem, we propose a framework, Goal-
Contrastive Rewards (GCR), that combines implicit value
learning with a pair of contrastive losses over demonstrated
and experienced goal states. The key intuition is that we
should penalize recently visited states that achieve a high
similarity to the goal (high state value) but do not satisfy
the goal condition. Unlike [23], [24], which specifically
focus on adversarial learning of goals, we leverage both our
contrastive goal learning objective as well as the temporal-
difference-like objective of VIP to propagate corrected state
value estimates across time steps.

We perform experiments in simulated tasks from SERL
[25], RoboMimic [26] and MimicGen [27], a drawer opening
with a real Boston Dynamics Spot, and picking and button
pressing with a real tabletop Franka arm. Our comparison
shows that GCR enables efficient RL compared to learning
with only sparse rewards and we further show a favorable
comparison of GCR to prior Inverse RL methods. GCR en-
ables real-world RL in around 1 to 2 hours, whereas learning
with sparse rewards does not succeed. We also demonstrate
that GCR can be combined with other RL bootstrapping
approaches and that we can benefit from cross-embodiment
learning. Specifically, we show positive transfer between
two different robot embodiments in simulation and between
human and robot videos in the real world. On the systems
side, our approach demonstrates an effective combination of
intrinsic reward prediction and extrinsic reward prediction
with foundation models as goal classifiers. We extend the
asynchronous learning framework of [25] to include implicit
reward learning and intrinsic + extrinsic reward prediction
that runs in parallel to RL control and learning.

In summary, our contributions are:
1) We propose a reward learning framework, Goal-

Contrastive Rewards, that learns a shaped reward func-
tion from passive videos and adapts to the recent
behavior of an RL agent. GCR significantly improves
the sample-efficiency of on-robot RL both in sim and
real experiments across two robots.

2) We show that GCR benefits from demonstrations of the
tasks with different embodiments (robot and human).

3) We demonstrate an asynchronous, on-robot RL system
that combines intrinsic reward learning (GCR) with
extrinsic reward prediction (foundation models).

II. RELATED WORK

A. Inverse Reinforcement Learning

Inverse Reinforcement Learning (IRL) aims to recover a
reward function that explains a set of expert demonstrations.
It primarily deals with the ambiguity of learning the right
reward function given a limited coverage of the state space.
Early IRL works represent rewards as a linear combination

of state features, r(s; θ) = θTϕ(s), [28], [29], [30], [31].
Later work has employed Gaussian Processes [32] and neural
networks [33] to approximate the reward function. These
approaches rely on an outer loop that learns r(s; θ) and an
inner RL loop that learns a policy given the latest θ, which
might be too expensive for on-robot RL.

A second line of work frames IRL as an adversarial
learning problem of distinguishing between state-action pairs
(s, a) or trajectories (st, at)Tt=0 that either come from demon-
strations or from the current policy [34], [35], [36], [23],
[24], [37]. These works combine policy learning and reward
function (or discriminator) learning in the same loop. Their
general focus is on learning a reward function that matches
the expert behavior in an unbiased way [36]; conversely, our
focus is on learning a shaped reward that guides the agent
towards goal states classified by an extrinsic reward function.
We pursue learning from passive videos without actions due
to their wide availability. Rank2Reward [38] explores this
setting by adapting prior Inverse RL methods to state-only
trajectories. We use them as baselines.

B. Learning from human videos

A number of approaches attempt to translate videos of
people into manipulation policies either directly or indirectly.
Some methods detect the pose of the human hand and
model the distribution of affordances and motion trajectories
as a prior for robot policies [39], [40], [41], [42], [43],
[44], [45], [46], [47]. MimicPlay [48] learns “latent plans”
based on human hand trajectories as a conditioning for robot
policies. Other approaches use in-painting to remove the
human hand from videos [49], transform human videos into
robot videos [50], or align the latent representations of the
videos [51]. [52], [53] trained a world model over both
human and robot videos and [54] reconstructed 3D models
of objects found in people’s hands in internet videos. We
instead focus on using human videos to improve reward
function learning for RL, making fewer assumptions about
detecting and translating hand trajectories and detecting and
understanding object interactions.

III. PROBLEM FORMULATION

We model an environment as a Markov Decision Pro-
cess M = ⟨S,A, P,R, γ⟩ [55], where the reward function
R : S×A×S → R is sparse (zero for most states). We
assume access to a dataset of n passive (action-less) videos
P = {(s(i)1 , s

(i)
2 , ...)}ni=1 and optionally m demonstrations

D = {(s(i)1 , a
(i)
1 , r

(i)
1 , s

(i)
2 , a

(i)
2 , r

(i)
2 , ...)}mi=1 with actions and

sparse rewards. We do not assume these datasets contain
optimal or even successful behaviors, but we filter the data
to only contain successful demonstrations in our experiments.

Our objective is to learn a policy πθ that maximizes
the expected return Eπθ

[
∑∞

t=0 γ
trt] while learning from a

limited number of interactions with the environment. We use
dataset P to train a reward shaping network Fϕ : S×S → R
that induces an MDP with a reward function R′(s, a, s′) =
R(s, a, s′) + Fϕ(s, s

′), where policy learning is faster.



IV. STATE SIMILARITY LEARNING

State similarity (or implicit state value) learning methods
use a dataset of videos P = {(s(i)1 , s

(i)
2 , ...)}ni=1 to learn

a state similarity function Sϕ(s1; s2). The function can be
implemented as a scaled dot product of encoded states,
ϕ(s1)

Tϕ(s2), [15], an L2 distance between the encodings,
||ϕ(s1) − ϕ(s2)||2, [14], [12] or as an additional neural
prediction head [38]. Common loss functions for learning
the state similarity function include time-contrastive learning
[12], learning to rank video frames [38] and action-less
offline Reinforcement Learning [15], [14], [16].

In our work, we use Value-implicit Pre-training (VIP) [14].
VIP achieves action-less state value learning by optimizing
a temporal-difference-like objective derived as a dual to a
KL-regularized offline RL objective [56]:

LVIP = Ep(g)

[
(1−γ) Eµ0(o;g)[−Sϕ(o; g)]

]
(1)

+ logE(o,o′;g)∼P [exp {Sϕ(o; g)− δ(o)− γSϕ(o
′; g)}] .

p(g) is a distribution of goal images, µ0 is a distribution of
initial states conditioned on a goal state and δ(o) is a goal
indicator. In the absence of a reward function, goal states are
sampled from the last few frames of each video.

V. GOAL-CONTRASTIVE REWARDS

We propose Goal-Contrastive Rewards (GCR), a frame-
work for learning dense reward functions for RL agents
based on passive videos. The key contribution of our method
is that it leverages both pre-training on arbitrary videos and
online adaptation by fine-tuning as the RL agent reaches
incorrect goals. First, we propose a combination of three
losses that lead to a discriminative value function (Section
V-A). Second, we describe the conversion from a state value
function to a dense reward function based on the theory of
reward shaping (Section V-B). Third, we discuss the specifics
of transferring values across embodiments, e.g. between two
robots or between human and robot videos (Section V-C).
Fourth, we describe our extension of the SERL asynchronous
RL library [25] that includes intrinsic and extrinsic reward
functions (Section V-D).

A. Goal-Contrastive Rewards (GCR)

We first make the observation that methods which learn
to embed images based on their temporal distance in videos
(e.g. R3M [13], VIP [14], LIV [15] and ICVF [16]) might
not be suitable reward functions in online RL. These methods
model the progress of successful behaviors towards the goal,
but are not discriminative enough to penalize incorrect states
that look similar to the goal state. For example, in Figure 1,
we show that a model trained with a temporal loss LT (VIP
in this case) assigns a high value to a state where the robot
matches the goal joint configuration without picking up a
cube, thus failing the task. We note that RL agents tend to
discover these gaps in the learned reward function, because
they are easier to reach than the correct goal, leading to
incorrect behaviors.

As a solution, we propose to use a contrastive loss
consisting of a positive term LP and a negative term LN

to learn the representation of goal images.

L = LT + E(g,g′,gneg) [ω1LP (g, g
′) + ω2LN (g, gneg)] (2)

The positive term LP pulls together the representation of
similar goals (g, g′), whereas the negative term LN decreases
the similarity of a positive and negative goal image pair
(g, gneg). The effectiveness of this framework is highly
dependent on the sampling of gneg. In particular, the learning
algorithm benefits from gneg that are close to the goal image
in the representation space of Fϕ but far from the goal in the
ground-truth MDP (in other words, states that have a high
predicted value but a low ground-truth value).

Crucially, we sample gneg from a small replay buffer that
is updated with online data from the RL agent. Specifically,
we sample the last β frames in each failed episode (zero
return) expressed as the fraction of the length of the episode.
Our learned reward function always adapts to the recent,
incorrect, behaviors of the RL agent. This leads to a positive
feedback loop, where the RL agent discovers gaps in the
learned reward function and the collected data are immedi-
ately used to improve the reward model.

In our experiments, we instantiate Equation 2 with the VIP
loss as LT and with a simple contrastive (SC) loss as LP and
LN . In the following equation, Sϕ is the cosine similarity of
images encoded by ϕ.

LGCR(SC) =

LVIP + E(g,g′,gneg) [−ω1Sϕ(g; g
′) + ω2Sϕ(g; gneg)] .

(3)

We also experiment with an InfoNCE-like contrastive (IC)
loss [57]. LGCR(SC) is an upper bound on LGCR(IC).

LGCR(IC) =

LVIP + E(g,g′)

[
− log

exp{ω1Sϕ(g; g
′)}

Egneg [exp{ω2Sϕ(g; gneg)}]

]
.

(4)

In summary, the proposed loss function L trains a state
similarity function Sϕ(s1, s2) based on passive videos P as
well as replay buffer data from online RL. Next, we describe
turning Sϕ(s1, s2) into a reward function.

B. Dense reward functions

We formulate our reward function as the sum of the
sparse reward R and a reward shaping term F . Based on
the theoretical analysis of Ng, Harada and Russel [58], F is
formulated as the difference of the potential Φ of the next
state s′ and the current state s.

R′(s, a, s′) = R(s, a, s′) + F (s, s′)

= R(s, a, s′) + αΦ(s′; g)− βΦ(s; g)
(5)

Depending on the setting of α and β, we find various
reward shaping terms from prior works:

1) α = 1, β = 1: a simple difference between the
potential of the current and next state [14], [59],
[60]. It is a version of the potential-based reward
function from [58] with a slight bias of (1−γ)Φ(s′; g).
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Fig. 3: We show three example states and their associated GCR
state values (scaled zero to one) at 0 and 5000 online GCR training
steps. The 0 step version of GCR is fine-tuned on demonstrations,
but not on any online data. 5000 steps correspond to approximately
one hour of on-robot training.

2) α = 1, β = 0: prior inverse RL works commonly use
only the potential of the next state as a reward function
[38], [23], [35]; this reward might be susceptible to
the agent getting stuck in endless loops [58], [61].

We use the first option in our work. We implement the
potential Φ as a re-scaled cosine similarity Sϕ of images
encoded with ϕ, learned with the loss functions described in
Section V-A. This potential can be interpreted as the discount
factor γ to the power of the number of steps to go before
reaching a goal under some behavioral policy πb:

Φ(s; g) = (Sϕ(s; g) + 1)/2 ≈ Eπb

[ ∞∑
t=0

γtis goal(st)

]
(6)

C. Cross-embodiment learning

We have n passive video demonstrations with the target
embodiment and further k in-domain videos with a different
embodiment (e.g. different robotic arm or videos of people).
Usually, k is many times larger than n (e.g. it is much
easier to collect videos of people). First, we oversample
the target embodiment videos so that they have the same
parity as the other embodiment videos. Second, we find that
the positive loss LP is sufficient for positive transfer across
embodiments, as it pulls together the encoded images of
goal states across episodes invariant to the appearance of
the manipulator. During inference, we only use goal states
from the target embodiment videos. Third, we also benefit
from a “negative” dataset sampling step in VIP (Appendix
D1 in [14]) that applies TD backups to transitions with goal
images randomly sampled from the dataset. This leads to
backups that combine images from both embodiments.

D. Parallel reward and RL training

We base our system implementation on the SERL li-
brary [25], which implements the RL loop as two paral-
lel processes that perform action execution and RL. Ze-
roMQ [62] is used for performant messaging between pro-
cesses. Our system implements five processes that run in par-
allel: RL actor, RL learner, intrinsic reward learner, intrinsic
reward predictor and extrinsic reward predictor (Figure 2).
The RL actor and learner come from the original SERL im-
plementation. The intrinsic reward learner runs GCR learning
and the intrinsic reward predictor evaluates GCR rewards
using the latest checkpoint from the learner. The extrinsic
reward predictor runs various foundation models to evaluate

Fig. 4: Four different drawer opening policies learned by GCR.
First: handle grasp, second: top grasp, third: top finger through
handle, fourth: bottom grasp. We find that GCR improves explo-
ration but does not prescribe a specific way of opening the drawer,
whereas RLPD always converges to the same policy (handle grasp).

if a goal condition was reached; it is only used in real-world
experiments. This distributed system provides a significant
benefit in terms of real-world experiment runtime, as we can
commit extra computation to reward learning and prediction
without limiting the speed of policy execution.

VI. EXPERIMENTS

We perform online Reinforcement Learning (RL) exper-
iments with SERL, RoboMimic and MimicGen simulated
tasks and two real-world robot platforms to answer the
following questions:

1) Does GCR lead to efficient online RL in domains with
sparse rewards (Section VI-A)?

2) Can we combine GCR with reinforcement learning
from demonstrations (Section VI-B)?

3) Does GCR benefit from videos of other embodiments
(Section VI-C)?

Simulation: We adapt SERL Pick cube [25], RoboMimic
Lift, Can and Square [26] and MimicGen Stack D0 and
Coffee D0 [27] to a reinforcement learning setting with
sparse rewards. The observation space consists of two RGB
images (shoulder and wrist camera) and robot propriocep-
tion. The action space represents the delta movements of
the end-effector and a gripper open/close command. All
environments use a Franka arm; we also collect cross-
embodiment data (Section V-C) with a Kuka arm.

Physical robots: We perform real-world experiments with
a table-top Franka and a Boston Dynamics Spot with a back-
mounted arm and a Fin Ray style gripper. The Franka tasks
are picking up a plushie and opening a kettle by pushing
a button. The Spot task is to open a drawer. We use a
pair of front and wrist cameras in all experiments. We use
impedance and admittance control on the Franka and the
Spot respectively to limit the forces on the end-effector.
The extrinsic rewards (which predict if we have reached a
goal state) are implemented with foundation models: we use
Grounding DINO [63] with Segment Anything [64] to detect
and mask the plushie and the drawer. We predict success
heuristically based on the mask position and size. For kettle
opening, we query GPT-4 vision [65] with a yes/no question.

Baselines and ablations: We compare our method to
previous Inverse Reinforcement Learning methods. Specif-
ically, Rank2Reward (R2R) [38] and a version of Genera-
tive Adversarial Imitation Learning (GAIL) [35], Variational
Inverse Control with Events (VICE) [36] and Adversarial
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Fig. 5: (Left) Cumulative returns of DrQ trained with different reward functions (x axis). We normalize the cumulative returns by the
highest achieved value across all methods and runs. We report four random seeds across three simulated tasks, SERL Pick cube (20
passive demos), RoboMimic Lift (20) and Can (20), and MimicGen Stack D0 (100). (Right) We also add results for real-world Franka
Lift, Kettle and Spot drawer opening tasks (Figure 6). We run these tasks with only GCR and Sparse rewards.

Fig. 6: Real-world reinforcement learning task: Spot drawer open-
ing, Franka plushie picking and Franka kettle opening.

Inverse Reinforcement Learning (AIRL) [36] adapted to
passive videos. We further compare GCR to only using
sparse rewards (Sparse) and to using sparse rewards with
RLPD [4] (Sparse + RLPD). RLPD requires demonstrations
with actions. We consider five ablations of our method.
VIP Frozen: a reward function derived from VIP fine-tuned
on passive demonstrations and frozen during RL training;
VIP Online: VIP fine-tuned on both passive demonstrations
and online data from the RL agent; GCR (abs) uses the
absolute reward (Section V-B, α = 0, β = 1) instead of
a delta reward; GCR (IC) uses an InfoNCE contrastive loss
instead of the Simple Contrastive (GCR (SC)) loss. We use
an unfrozen ResNet-50 LIV backbone [15] pre-trained on
EPIC-KITCHENS [19] in all our experiments unless stated
otherwise. Further details are in our appendix1.

A. Model-free RL with learned reward shaping

We first measure the impact of reward shaping using GCR,
our baselines, and ablations on model-free reinforcement
learning. Figure 5 shows that GCR learns all four tasks
(SERL Pick cube, RoboMimic Lift and Can, MimicGen
Stack D0) with 4/4 seeds eventually converging in Pick cube,
Lift and Can, and 1/4 seeds converging in Stack. In contrast,
R2R, GAIL, VICE, AIRL and Sparse rewards generally
only lead to success in Lift. While Rank2Reward (R2R)
performs well on MetaWorld [66] tasks in [38], we did not
see the same benefit in RoboMimic and MimicGen tasks. To
investigate this further, we ran R2R with four backbones –
R3M [13] frozen/unfrozen and LIV [15] frozen/unfrozen –
and we report the best result. VIP Frozen and VIP Online,
which use only the LT component of our loss function, only

1Appendix: https://tinyurl.com/gcr-appendix-2

learn Lift, underscoring the importance of goal-contrastive
learning. Pick cube and Lift both involve picking up a cube,
with a different camera angle and environment appearance.
Since the cube looks smaller in Pick cube, we hypothesize
that the baselines tend to ignore the cube in favour of
overfitting on the robot movements.

The InfoNCE variant of our method (GCR (IC)) performs
similarly to the Simple Contrastive variant (GCR (SC)).
Using absolute rewards (GCR (abs)) leads to comparable
performance on the simple tasks (Pick cube and Lift), but
delta rewards (used in GCR (SC) and (IC)) significantly
outperform on the difficult tasks (Can and Stack). Finally,
we show a comparison between Sparse and GCR rewards in
three real-world experiments in Figure 5, right. We find that
GCR successfully converges in one to two hours in all three
tasks: drawer opening, lifting a plushie, and opening a kettle.

B. Bootstrapped RL

In the previous section, we focused on using action-
less videos to learn a shaped reward function. But, there
are other approaches to bootstrapping RL exploration. We
chose RLPD, a simple method that combines model-free
RL and demonstrations with actions. Here, we use the same
videos with actions for RLPD and without actions for GCR
(n = m). Future work could explore a setting where we have
passive videos with a few videos with actions (n > m). We
examine the following question: can GCR reward function
learning synergize with RLPD replay buffer bootstrapping?

In Table I, we list the mean returns of Sparse rewards +
RLPD or GCR + RLPD on the following tasks: SERL Pick
cube, RoboMimic Lift, Can and Square and MimicGen Stack
D0 and Coffee D0. Note that we added RoboMimic Square
and MimicGen Coffee D0, which were too difficult to solve
while learning from action-less demonstrations only.

Our results show that GCR greatly increases the sample-
efficiency of RLPD, allowing it to learn Pick cube and Lift
with a single demonstration (used by both RLPD and GCR).
RLPD cannot solve RoboMimic Can, Square, Stack and
Coffee with 100+ demonstrations due to the long-horizon
nature of the tasks, but GCR enables RLPD to solve Can in
4/4 seeds, Stack in 4/4 and Square in 2/4. GCR occasionally

https://tinyurl.com/gcr-appendix-2
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Fig. 7: Episode returns for DrQ trained with GCR rewards. GCR is trained with only target domain demonstrations (blue) or with additional
cross-embodiment demonstrations (red). The fourth panel show a latent space of a GCR model with encoded images from human (blue)
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Task Num. Demos Sparse + RLPD GCR + RLPD

Pick cube 1 0.0 ± 0.0 28.3 ± 7.3
Pick cube 5 54.6 ± 6.2 53.4 ± 2.1

Lift 1 28.2 ± 42.0 306.8 ± 11.1
Lift 5 271.7 ± 16.1 287.1 ± 21.7
Can 20 0.0 ± 0.0 89.3 ± 28.9
Can 100 0.0 ± 0.0 91.2 ± 22.9

Square 110 0.0 ± 0.0 22.6 ± 27.0
Stack D0 20 0.0 ± 0.0 107.6 ± 21.7
Stack D0 100 0.0 ± 0.0 100.1 ± 28.9
Coffee D0 100 0.6 ± 0.8 7.7 ± 8.4

TABLE I: Mean returns of GCR (ours) + RLPD compared to Sparse
rewards + RLPD. Mean and standard deviations over four random
seeds are reported. Bold numbers are within one standard deviation
of the best result. Figure 8 shows an example learning curve.

reaches the goal of Coffee D0 but does not converge in 500k
environment steps.

We further visualize an interesting qualitative difference
between GCR and RLPD policies in Figure 4. GCR + DrQ
(without RLPD) learns four different ways of opening the
drawer across separate runs. Conversely, RLPD always con-
verges to the demonstrated policy, which involves opening
the drawer by grasping its handle. We believe that reward
shaping (with GCR) is less descriptive in terms of what
policy should be learned, compared to RLPD, which directly
feeds demonstrations with actions into the model-free RL
replay buffer. This can be a drawback if we want the RL
agent to closely follow the demonstration, but also a benefit
if we want to learn a more diverse set of policies or possibly
find a better way of performing a task.

C. Cross-embodiment learning

An additional benefit of GCR is the ability to learn from
videos from other embodiments. We collect 108 videos of
a Kuka robot in RoboMimic Lift and Can, and 100 videos
of real-world drawer opening with three human participants.
We find that cross-embodiment learning benefits all three
tasks (Figure 7). The difference is more pronounced in the
drawer opening experiment. We suspect that the real-world
data contains more noise due to lighting changes, object
movements, camera pose changes, etc., which make it so that
GCR greatly benefits from a larger dataset of human drawer
opening. We also ablate GCR by setting the positive loss
weight to zero (ω1 = 0), which negates the benefit of cross-
embodiment data (Figure 7, first panel). Finally, we visualize
the GCR latent space of demonstrations across human and
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Fig. 8: (Left) Example learning curve of RLPD with learned
rewards (GCP) and sparse rewards (Sparse). RoboMimic Lift with
one demonstration. Table I lists quantitative results for RLPD.
(Right) Simulated tasks: SERL Pick cube, RoboMimic Lift, Can
and Square, MimicGen Stack D0 and Coffee D0.

Spot episodes in Figure 7, fourth panel. We find that the
embeddings especially overlap in the middle of the episode,
when the drawer is being pulled open.

VII. CONCLUSION

Goal-Contrastive Rewards provide an effective way of
learning a shaped reward from passive videos. The learned
dense reward function can then guide the Reinforcement
Learning of visuomotor policies in both simulation and the
real world, greatly increasing its sample efficiency.

Limitations and future work: Our experiments are lim-
ited to learning a reward function from a single camera that is
fixed in all experiments except for the Spot drawer opening.
It is crucial to develop approaches that can effectively predict
rewards from arbitrary views; we note prior works on view-
invariant representation learning: [12], [67], [68]. For our RL
agent, we use implementations of DrQ [69] and RLPD [4]
from [25] that have small convolutional networks as back-
bones, which might struggle to generalize across objects and
environments. Future works could leverage improvements in
RL architectures and hyper-parameter tuning [5] and in the
pre-training of visual backbones [70], [71], [72].
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D. Kalashnikov, D. Sadigh, E. Johns, F. Ceola, F. Xia, F. Stulp,
G. Zhou, G. S. Sukhatme, G. Salhotra, G. Yan, G. Schiavi, G. Kahn,
H. Su, H. Fang, H. Shi, H. B. Amor, H. I. Christensen, H. Furuta,
H. Walke, H. Fang, I. Mordatch, I. Radosavovic, and et al., “Open
x-embodiment: Robotic learning datasets and RT-X models,” CoRR,
vol. abs/2310.08864, 2023.

[22] P. Sermanet, K. Xu, and S. Levine, “Unsupervised perceptual rewards
for imitation learning,” in Robotics: Science and Systems XIII, Mas-
sachusetts Institute of Technology, Cambridge, Massachusetts, USA,
July 12-16, 2017, N. M. Amato, S. S. Srinivasa, N. Ayanian, and
S. Kuindersma, Eds., 2017.

[23] J. Fu, A. Singh, D. Ghosh, L. Yang, and S. Levine, “Variational inverse
control with events: A general framework for data-driven reward
definition,” in Advances in Neural Information Processing Systems 31:
Annual Conference on Neural Information Processing Systems 2018,
NeurIPS 2018, December 3-8, 2018, Montréal, Canada, S. Bengio,
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