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Abstract—In this paper, we propose to address the
energy efficient routing problem in multi-hop wireless
networks with accumulative relay. In the accumulative relay
model, partially overheard signals of previous transmis-

sions for the same packet are used to decode it using

a maximal ratio combiner technique [1]. Therefore, ad-
ditional energy saving can be achieved over traditional
energy efficient routing. The idea of accumulative relay
originates from the study of relay channel in information
theory with a main focus on network capacity. It has been
independently applied to minimum-energy broadcasting
in [2], [3].

We formulate the minimum energy accumulative routing
problem (MEAR) and study it. We obtain hardness of
approximation results counterbalanced with good heuristt
solutions which we validate using simulations. Without en-
ergy accumulation, the classic shortest path (SP) algorith
finds the minimum energy path for a source-destination
pair. However, we show that with energy accumulation, the
SP can be arbitrarily bad. We turn our attention to heuris-
tics and show that any optimal solution of MEAR can be
converted to a canonical form -wavepath. Armed with this
insight, we develop a polynomial time heuristic to efficierly
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to save transmission energy in multi-hop communica-
tions. One can assume that, within a certain range,
the neighboring nodes can receive and correctly de-
code the received packet. Neighboring nodes within a
larger range can only detect and acquire the timing
synchronization of the packet while not being able to
correctly decode the whole packet. The threshold for
detection is usually set to be a few decibels higher than
the noise floor in commercial devices. Thus it allows
nodes to partially overhear packets within a range of 5
to 10 times the normal transmission range. Note that
several commercial chips already offer multiple data
rates depending on the received energy. For example
RF Monolithicg transceivers can receive (with BER
< 1073) at —106dBm for 2.4Kbps and—97dBm for
115Kbps. Most IEEE8B02.11 cards operate within a large
sensitivity range depending on data rates (e.g., Cisco
350 cards operate within [-94dBm, -71dBm] for rates
within [1, 54Mbps]). Therefore, if the packet header

search over the space of all wavepaths. Simulation results Us€s a strong modulation/coding scheme it allows far

show that our heuristic can provide more than 30% energy
saving over minimum energy routing without accumulative

relay. We also discuss the implementation issues of such a

scheme.
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I. INTRODUCTION

away nodes to collect packets with some of the bits
in the packet payload in error. Using a maximal ratio
combiner [1], multiple partially overheard copies of the

same packet would enable the receiver to fully decode

the packet. This scheme forms the basis of energy
saving in our new model. We refer to this mode of
communication as thA&ccumulative RelagAR) model.

A wireless ad hoc network or sensor network consists An efficient use of thé\Rrequires limited interference

of a collection of geographically dispersed nodes th&ifom concurrent sessions. We assume that the network
usually communicate using radio frequency links. loperates in the wideband power limited regime with
many cases the nodes are operated by batteries with co-channel interference. This regime is realistic for
limited, non-replenishable energy. These nodes are s@ome wireless networks, especially sensor networks and
posed to be operational for a long period of time imltra-wideband communication. Sensor networks have
an unattended manner. This means that the network%treme limitations in energy and sufficient large fre-
operational lifetime is determined by the lifetime of theqguency bandwidth. Furthermore, in many sensor network
battery. Therefore, energy efficiency is a critical factogipplications, the traffic load is low and the nodes are in
in the design of such networks in order to prolong ththe sleep or idle mode most of the time. This is because
lifetime of the network. the nodes only need to respond to infrequent events or
In this paper, we consider using an interesting prop-

erty of wireless networks, which isartial overhearing 1TR100 Hybird Transceiver http://www.rfm.com.



queries. Such low load also justify the no co-channéhe minimum energy routing schedule is an NP-complete
interference assumption. problem. We introduce the notion of wavepath (a canon-

Related Work: Communication is typically the mostical form of accumulative relaying) and show that any
expensive activity of a wireless node in terms of energpinimum energy relay routing schedule can be trans-
consumption [4], [5]. Various techniques have been préPrmed into a wavepath that has the same energy cost.
posed to reduce the energy expenditure in the communherefore we can focus on finding a minimum energy
cation procedure. Among them energy efficient routing Wavepath. The hardness of determining the minimum
an important branch which received significant attentiognergy wavepath lies in identifying the participating
during the past years. Energy efficient routing considef®des in the schedule, and not in finding the order, as
the problem of identifying energy efficient paths irt is the case in the problem of broadcast with energy
wireless networks based on various metrics [6]-[10fccumulation [3]. We develop a heuristic to find an
Rodolplu et al. [8] minimize the end to end aggregaténergy efficient wavepath. We simulate our heuristic and
energy consumption. Chang et al. [7] aim at maximizinghow that it provides significant energy saving compared
the network operational lifetime. Banerjee et al. [9] adtp the traditional shortest path algorithms which gives the
link error rate to the metric besides transmission energptimal energy paths iifM networks (i.e., above 30%).
consumption and try to minimize the energy cost foin order to better characterize the theoretical difficulty
a reliable communication. More research results in ti@d value to the accumulative approach, we show that
field can be found in [11]-[15]. All these schemes artr a general channel propagation model, the cost of the
studied under what we call theaditional multi-hop Optimal wavepath can be asymptotically smaller than
model(TM). that of the energy efficient path found by the shortest

In the TM model, sending one unit of information fromPath algorithms. Therefore an optimal relaying strategy
node A to nodeB requires a transmission power at leastan provide arbitrarily better performance than classical
equal to the receiving threshold divided by the channgnortest path. _ _
gain from A to B. This places a lower bound on the The rest of the paper is organized as follows: we
total energy consumption, under tiél model, given introduce the network model in Section II; we formu-
the amount of information needed to be transmitted af@f€ the Minimum Energy Accumulative Routing prob-
the network topology. The essential difference betwedpm and propose a heuristic with bounded performance
the AR and TM model is that nodes iAR model do not 9duarantee in Section llI; the simulation results which
discard unsuccessfully received broadcasting packetsShOW significant energy saving over traditional routing
they do in theTM model. The partially overheard packet!€chniques is provided in Section IV; at last we discuss
referred to adeakagein the paper, contributes to thelMPlementation issues in Section V.
final reception of the packet at the intended receiver in
the AR model. This leads to further energy saving over
the optimal energy schemes in tfi&/ model. We consider a wireless network with nodes using

Our work originates from thaelay channelwhich omni-directional antennas. Each node can dynamically
was introduced and studied from an information theoretiane its transmission power from zero to the maxi-
perspective by the information theory community [16Jmum power levelp,,.... The network is static and the
[17]. The focus of the relay channel is to transmit infortraffic within the network is unicast. The bandwidth
mation from the source to the destination as efficientig sufficiently large compared to the traffic load. We
as possible with the cooperation from the relays [173tudy the aggregate transmission energy consumption to
Previous research on the relay channel mainly focusedccessfully transmit a packet from the source to its
on theoretical capacity issues [16], [18]-[22]. We ardestination under thAR model.
interested in developing constructive strategies and effi-The wireless link between two nodesand j is
cient algorithms for a practical use of the relay channetodeled using the channel gajy;. In thegeneral graph
concept. Maric et al. [3] and Agarwal et al. [2] propose tonodel the channel gain can take arbitrary values. We
use the idea of energy accumulation to reduce the enemgo consider the commonly usgdometric propagation
cost of broadcast in wireless networks. We investigateodelwith g; ; = ~1— [23] whered, ; denotes the
the multi-hop unicast scenarios in this paper. distance between nodg and nodev;, o denotes the

Setup and Contributions: In this paper, we introduce power attenuation (path loss) exponent taking values
the problem of minimum energy unicast routing in detween 2 and 4 depending on the environment, and
wireless network using thAR model. We prove that if C' is a constant and depends on the antenna gains and
the energy spent by each node in the relaying procegseration frequency. Without loss of generality, is
is upper bounded by some fixed value, then identifyingormalized to be 1. Le#; denote the transmission power

II. NETWORK MODEL



atv;, andp’ denotes the received signal powewatWe actually a generalization GfM routing. Since in th&M
havep; = pig;,;. Under bothTM and AR models, for model, each node decodes the packet only based on the
a packet to be correctly decoded the must exceed a latest transmission, which is exactlyRelay in theAR
thresholdH (assuming constant noise level and no canodel.

channel interference). A packet received at a power level

less than the threshold cannot be correctly decoded. \Re Motivations for AR Routing

refer to such packets dsakagefrom a transmission.

r

A. Power Consumption in the AR Model and the
TM Model

Let a sequence of nodés;,v.,- - ,v,,] be the path
from the source; to the destinatiom,,. UnderTM, each
node on the path needs to transmit at a power Igyat
leastH/g; ; for the transmission to be correctly received
by the next hop and forwarded toward the destination. S

t
The total transmission energy consumption of the path )
under theTM model is at Iea%éc/' P P Fig. 1. FortriangleAsrt,ds,, = dr; = 1 andZsrt = 90°.
: Clearly,s — r — t in the TM model consumes the same

Zpi _ Z H/gii1 1) amount of energy as — t. While with AR routing, 25%
i i

energy saving can be achieved, sintetransmission to-
has a leakage at

Now let us examine the transmission energy consump-
tion of the path under thé&R model. Note a node is
allowed to transmit the packet only after it correctly
decodes the packet, except for the source.

For a multi-hop unicast communication under the
AR model, the same packet is transmitted by each
node on the path sequentially. All the nodes except
the source and the first hop can get multiple leakages
from previous transmissions, and thus accumulate energy
from them. Let/;; ; denote the total energy accumulated
from the leakages on node;.;; we havel;;; = t
Zvje{vh_,_’vifl}pjgjﬁl. Hence, for the transmission S
from v; to v;41 to be correctly decoded, the received Fig. 2. Noder; hasZsrit > 90° and noders has60° <
signal power plus the leakages already accumulated atsr2t < 90°. To achieve energy saving, onky can act
v;+1 Needs to exceed H. In other words needs to send @S an intermgdiate r_lod_e between sowcand destination
the packet at power level ¢ — l;41)/gi i+1. Thus the tin TM routing; while in AR routing, r> can also act as

. ’ an intermediate node.
total energy consumption for the path undeR model

is:
We now discuss the minimum energy routing prob-

S opi=Y (H=1lis1)/giin (2) lem under two different modelSEM and AR Assume

i i the power attenuation exponent equals to 2 in the

It is easy to see that each item in the Equation (2) fellowing examples. The first motivation for usilfyR
less than that of Equation (1), since the leakage enengyuting is that it provides a new means of energy
is non-negative. Therefore, the total energy consumptisaving. In theTM model, the traditional shortest path
of a given path inARis less than that oT M. algorithm can find the minimum energy path for the

Due to the limited computational power and memorgiven source and destination, which places the lower
space of wireless nodes, the number of leakages a ndmbeind for the transmission energy consumption. With
can accumulate is usually restricted. Also in a red#R routing, however, the energy consumption can be
wireless network, nodes cannot detect a signal witess than this lower bound. In Figure 1, under id
arbitrary small power level. Thus, in our subsequemhodel, the patks — r — ¢t consumes the same amount
sections, we will also consider a restricted model aff energy,2H, as s — t, since Zsrt = 90°. With
accumulative routingk-Relay, where a wireless nodeAR routing, s's transmission at power levdl yields a
can only accumulate energy from the lagtansmissions successful packet decodingrassinceg; » = 1/ds , = 1.
of the same packet. It is easy to see tA&routing is At the same time, this transmission also yields a leakage



of H/2 ont, sinceds; = 1/(v/2)? = 1/2. Thus, Definition 1: The MINIMUM ENERGY ACCUMULA-
node r only needs to transmit (t@) at power level TIVE ROUTING problem MEARYV, s, t) looks for a fea-
(H — H/2)/d?, = H/2. The total energy consumptionsible transmission schedufe= [(v1,p1),- -, (Vw, Pw)]
for transmitting a packet fromto ¢ is only 3/2H in AR  for (s, t), such that the total transmission enefg§S) =
routing. This leads to a 25% energy saving over routing. ;" ; p; is minimized.
underTM model.
Another advantage of routing under tA&k model is
that more nodes could act as intermediate nodes betwé&kenComplexity of The Problem
the source and the destination to help forwarding the
packet. Figure 2 shows the difference of the possible!n the following, we show that the general graph
relay region betweeAR and TM routing. version of the MEAR problem is NP-complete when
there is a cap on the amount of energy one node can
I1l. MINIMUM ENERGY ACCUMULATIVE ROUTING  spend for one packet. We prove the NP-completeness
of MEAR by a reduction from the 8r Cover (SC)

fltT]th'S _sgctmn, we give the mza;ttrmatmz:_l formuLﬁt'g‘Eroblem. It is well known that the SC problem is NP-
of the minimum energy accumuiative routing proble omplete, and is not approximable withjhh — ) In V'

We study the problem in the general graph model firqlor any = > 0, whereV is the size of the set, unless

where link gains can take arbitrary values. We Provgp- DTIME(V'0sl0sV) [24]. Thus, for a general graph
that with a cap on the transmission power the proble '

. CMith arbitrary link gains and a limited energy budget,
is NP-complete and show that the shortest path heuri Gre does not exist an approximation algorithm for

can be arbitrarily bad compared with the optimal solu'leAR with an approximation ratio less thad(In ')
tion. We also prove that the optimal solution SatiSﬁe\ﬁ’/hereN is the number of nodes ’

the wavepathproperty. We propose a polynomial time .
ot : Theorem 1:The MEAR(V,s,t) problem is NP-
heuristic RPAR. Last, we derive a lower bound of ener 27 : ; .
consumption in the:-Relay scenario gé/omplete for a general graph with arbitrary link gains
' and a cap on the transmission energy a node can spend

A. Problem Formulation on one packet.

Proof: The decision version of MEAR/,s,t), D-
MEAR, can be described as follows. GivéW,s,t),
is there a feasible transmission schedue =

Given sources and destinationt, a transmission
scheduleS = [(v1,p1), -, (Vw, Pw)], Wherev; € V
eamictor (lss J)“i?. transmission power of Nodes IS 1, )., (vu,pu)] for (s,1), such that the total

T _ _ _ transmission energy(S) £ Y, p; < P? Denote

1) The source is the first transmitter and the destingych an instance D-MEAR, s, ¢, P)
tion is the ultimate receiver, i.evy = s,v,, = t.

2) Every node in the schedule excepthas to first
correctly decode the packet before being able
transmit it. For the gener&@R routing where there
is no restriction on the relay level,

First notice D-MEARe NP, since given a transmission
schedule, it can be verified in polynomial time if the
hedule is feasible fofs,¢) and if the total energy

consumption is at mosP.

We show the NP-hardness part by reducing SC to D-

i-1 MEAR. The SC problem is defined as follows. Given
Vi>1, ijgj,i > H; setS = {vy, -+ ,v,}, and a collection of subsets 6f,
j=1 C={C,---,Cn}. A set cover ofS is a subcollection

C' C C, such that every element 6f belongs to at least
one member of'. Is there a set covel’ with |C'| < B?
i-1 Denote such an instance §CC, B).

for the k-Relay case,

vi>1, Z pigii 2 H, From SQS,C,B), construct D-MEARYV,s,t, P)
j=i=k where
whereg; ; is the channel gain from; to v;.
So ageasible transmission schedju'kean ordered list {sun, - um, €1y, G 1 v
of node ID, transmission power pairs. Starting from £ = B(B+2)+n+1.
the source, each node needs to transmit with enough
power such that the next node collects, from previosall {vy,---,v,} the S nodes,{C,---,C,} the C
transmissions, a total amount of energy at least tme@des{ui,---,un} the U nodes. Letf(u) denote the

receiving threshold. subscript of node: € U |JC, eg.,f(u;) =i, f(C;) = j.



Let H =1 and First, sources transmits with power 1, which enables all

1 j=si€U the U nodes to receive the packet successfully. Suppose
1/(B+1) jeUiec,f(j)=rfG) U'cu corres_pon_ds t@’ (i.e., the set of the subscripts
gji = 1 jecieSicy of the nodes ﬂf’ is the same as _that of the s_ubs_crlpts
’ 1/n jesS,i=t of the nodes inC’). Next, nodes inU’ transmit with
0 otherwise power B + 1, which enables nodes id’ to receive

the packet successfully. Then, the node€ntransmit
The construction of D-MEARY, s, t, P) is illustrated with power 1. SinceC’ covers all the elements of,
by Figure 3. We put an edge between nodes if ang| § nodes receive the packet successfully. Finally all
only if the gain between them is positive. Assume thg nodes transmit with power 1, each contributiélg
transmission energy cap for each node is 1. This is @it of energy tot's reception, enabling to decode the

important assumption for the proof. It forces all the packet successfully. Thus, the transmission scheflute
nodes to transmit so thatis able to successfully receive (5,1), [(, B+ D)]ucvr, [(C; D]eeer, [(vi, DIy, (¢,0)

the packet. Now we only need to show is a feasible transmission schedule feyt); and the total

energy cost isB(B + 2) +n + 1. |

C. Performance Analysis of Shortest Path Heuristic

One natural heuristic for MEAR is to define the edge
weight of (j,7) as H/g,; and apply any shortest path
algorithm to find a path from to ¢ (without considering
energy accumulation), then calculate the transmission
powers with energy accumulation taken into account.
Theorem 2 shows that this shortest path heuristic can
perform very badly in the general graph model.

Theorem 2:In a general graph model, |[&&PH de-
note the solution from the shortest path heuristic for an
MEAR problem, andOPT be the optimal solution. In
the worst case, the energy c@&tOPT') € o( E(SPH)).
Proof: ConsiderV = {1,---,n,n+ 1},s = 1,t =
n+ 1, H = 1. The gain between any two nodggi) is

Fig. 3. D-MEAR instance reduced from SC. 9ji = ﬁ wheree € o(1) is an arbitrarily small
positive number. Therefore the weight on edgei)
equalgi—j|+¢e. We show thatZ(OPT) € o(E(SPH))

SCS,C, B)=Yes <= D-MEAR(V,s,t, P)=Yes. {41 proplem MEARYV, s, ¢) in this case.

If: Suppose we have a feasible transmission scheduld TSt note that the shortest path found without accu-

for (s, ¢) which consumes a total amount of energy of dpulation iss — ¢ directly. Thus, there is no leakage
mostP = B(B+2) +n+ 1. Sinces must transmit with accumulation inSPH, resulting in the same energy

power 1; and eacl§ node must transmit with power Lexpen_diture as traditiongf P. The total energy cost of
the total energy consumption used bynodes andz SPH isn+e.

nodes ﬁs at mosB_(B + 2) in this schedule. Supposke E(SPH)=n+¢

nodes inC transmit. Since alb nodes transmit and they ] . ) )

can only receive the packet from thels€ nodes, there ~ We first consider the following equation system on

must exist a set cover df with size at mosk. Now we €, ¢ =1,--,n.
know that at least U nodes must transmit with power i .
B +1 (to thesek C nodes), consuming at leastB + 1) Z _7]+1 =1, i=1,---,n 3)
energy. So we have =t

k(B +1) < B(B +2) It can be shown that the solution is:

- 1

which meansg: < B sincek is an integer. Therefore, the e; = / [t]dt, i=1,---,n
k nodes inC that transmit correspond to a set cover of 0 '
S, with size at mostB. where[t] = {DER2)(tHizl) 4] — 1 (see [25] for

Only if: SupposeC’ is a set cover withC'| = B. details). It is easy to Z\}erify that; € [0,1], Vi ande; is
The following transmission schedule is feasiblefart). a non-increasing sequence.



There are only(n) of thee;’s that are@(1). Suppose transmission uses the exact amount of power to make

the opposite, i.e., there exist constantscs S.t. ¢c;n of
e;'s satisfy e; > co. Then they must be;, -

7ecln

sincee; is non-increasing. Look at th@, n)th equation optimal schedule that is a wavepath.

one more node able to decode the packet correctly.
Theorem 3:A MEAR (V] s, t) problem always has an

in Equations 3, Proof: Suppose the optimal schedule for
en e MEAR(V,s,t) is S = [(vi,pi)]},. It is easy
1 = ZL 2072 to seep, = 0. If v; = wj,i < 4, then
Soan—jt+l Han-j+1 obviously the schedules’ = [(vi,p1),--, (vi,p; +
c @(lnn) p])7 7(Uj—17pj—1)7(Uj+17pj+1)7"' :(Uwapw)]
is also a feasible transmission schedule and
which is a contradiction. Therefore, amoegs, o(n) E(S') = E(S).

of them are®(1) and the otherO(n) of them are
o(1) (notice e; € [0,1], Vi), so D1 ,e; € o(n).
Now consider schedul® = [(i,p;)]7"! wherep; =

Now we prove thavavepath propertypart by showing
that if m > 0 nodes inS do not verify the wavepath
property, then it can be transformed into a schediile

We

)

e;+e, i=1,--- ,nandp,r; =0. Since with £(S") = E(S) and at mostn — 1 nodes inS’ do
; not verify the wavepath property. Suppaseis the last
Z _ Z _e+e node inS which does not verify the wavepath property,
z—]+1+5 p t—j+1+¢ ie.,
i—1
L ijgj,i >H
Zglm—l’ = b =
= andv;11,- - , v, all verify the wavepath property.
S is a valid feasible schedule fds,t), E(OPT) < can write the transmission power @f,--- ,v,_; in
E(S). Notice that scheduleS as functions ofp;_1:
n+1 1 i—2
sz =ne+ Z e; € o(n 23 Gt H - ;pjgj,iﬂ — Pi-19i—1,i+1
Theorem 2 follows. [ | Aipi 1+ B

D. The Structure of Optimal Transmission Schedules Pi+1

In [3], the minimum-energy accumulative broadcast
problem is divided into two subproblems. The subprob-
lem of identifying the ordering in which the nodes
transmit is found to be NP-complete and thus the main
difficulty of the whole problem. Our MEAR problem
can also be divided into two subproblems. The first
is to determine which nodes should participate in the
transmission schedule. The second is to specify the
order in which the nodes transmit and their transmission
powers. It turns out that once the first subproblem is
solved, it is easy to determine the transmission order
and the transmission power of each node sequentially.

So the difficulty lies in the first subproblem. Pw—1
Definition 2: A feasible schedul& = [(v;, p;)]¥*, for
problem MEARYV, s, t) is a wavepathiff
1) no node transmits more than once, i.€i, #

7,04 ;é Vj, and
2) each node verifies th@avepath propertyi.e.,

Vi, Zp]g]z =

After each transmission, exactly one more node becomes
capable of decoding the packet correctly; and each

gz+1 i+2

< Z Pigj,i+2 —

Pi-1G9i—1,i+2 — pigi,i+2>

1 i—2
H — Digiite —
gi+1,i+2< Jz:; S

Dic1Gi—1,i+2 — (Aipi—1 + Bi)gi,i+2>

Aiyipi—1 + Bita

1 i—2
(H - ijgj,w —Pi-19i-1,w

Juw—1,w .7

j=1
—PiGiw — " — pw—ng—27w>

1 i—2
H— ijgj,w —Pi-19i-1,w

Guw—-1,w =

— (Aipi—1 + Bi)giw —

- (Aw72pi71 + Bw2)9w2,w>



= Aw—lpi—l"‘Bw—l 1) Z(I) = Z(ljl) == Z(I]z)al < jl < - <
j. < w — 1. Transform S into S’ by setting

Now define mtervalsil_;;jh <o+ Iy—1, Iy as follows. it ; ) T}ndf Chanlginq?j,jl < SB“’ - 1d
according to the formulag; = A;p;_1 + Bj, an
fia = {” < R‘ ijgi’i tTgi-1i > H} removing thosg(v;, p;) pai]rs which havep; =0
=t (i.e., (vj,,pj), - »(vj,,p;.))- Itis easy to verify
.- Rl — — o that S’ is a feasible transmission schedule and
i = 7€ ‘ >_Pigiit E(S') = E(S). Now note that if there are still
=t m nodes that do not verify the wavepath property,
1 >0 then the last such node must continue tapeJse
gi-li+1 the arguments above again (i.e., writg,j > i
i and E(S') as linear functions of;_;, define the
I; - dx IR{‘H - Giive — TGi 1. intervals, andd = 0). If /(T) still falls in this case,
i { © ]Z:;pjg], T gL repeat the arguments again. Finally) must fall
in the other cases since in each repetition, some
— (A + By)giig2 > 0} (vj,pj) pairs are removed; and some intervals do
not have a left boundary (ed;).
o 2) ((I) = £(I;—1). TransformS into S’ by setting
pi—1 = £(I) = ¢(I;_1) and changing;,i < j <
fo—1 = {W € R‘H - ijgj’“’ ~ il w—1 acc(or)ding Eo the) formulag; = Aj]pi,l +B;.
=t It is easy to verify that’ is a feasible transmission
= (Aim + Bi)giw = = schedule and(S’) = E(S). Note inS’ v; verifies
the wavepath. So at most—1 nodes do not verify
(Aw—2 + Bu—2)gu-2,w > O} the wavepath property.
I = (0,00 3) ¢(I) = ¢(Ip) = 0. TransformS into S’ by setting
’ pi—1 = 0, removing (v;—1,p;—1), and changing
Note thatl, is the set of values which if taken by _; pj,t < j <w —1 according to the formulag; =
let v;—; stay inS; I;_, is the set of values which if Ajpi—1+B;. Itis easy to verify that’ is a feasible
taken byp; ; let v;_; not verify the wavepath property; transmission schedule a&{S’) = E(.S). At most
eachl.,i < ¢ < w-—1is the set of values which if taken m — 1 nodes inS’ do not verify the wavepath
by p;_1 let v, continue to verify the wavepath property. property.

These are all well-defined, open, infinite intervals berp, s any optimal schedule of MEAR, s,t) can be

cause the constraints are all "nff‘lr' Define inteivals jieratively transformed to a schedule where every node
the intersection of themf = (ﬂ Ij) N Io. Since

j=i-1 verifies thewavepathproperty. |
at Ieastpi__l isinI, Iis r_;llso an open infinite interval.  Theorem 4:Given the MEARY, s, t) problem, and
Now write E(S) as a linear function op; the set of participating nodel§ c V,s,t ¢ U in an
i—2 w—1 optimal transmission schedulg¢ = [(v;,p;)]*; which
E(S) = > pj+pia+ Y (4pi1+B;)+0 isawavepath, i.efv;}5' = U (S itself is not given),
j=1 j=i there is a polynomial time algorithm to fingl.
= Api1+B Proof: We provide an algorithm @DER as in Algo-

We show thatd = 0. Suppose instead > 0. There rithm 1 which output the integral optimal transmission
exists 1 € I such thatr < p; , and the schedule scheduleS when U is given. It is easy to verify that
S' = [(01,p1), s (Viaspim2), (Vim1, ), (v, A + ORDERTruns inO(w?) time and based on Theorem 3, it
By), (Vw1 Aw_17 + By_1), (v, 0)] is a feasible 'S correct. . nm
transmission schedule anBl(S’) < E(S). This con-  Note that in Theorem 4, node participation is prede-
tradicts thatS is an optimal schedule. The argument i§ermined, i.e., all nodes it must be inS and only the
similar for the cased < 0. nodes inU pluss,t can be inS.

Now we show how to transform, which hasm > 0 . ;
nodes in the schedule violating theavepathproperty, =+ A Heuristic RPAR foMEAR(V, s, 1)
to S’, which has the same energy consumptionSas In this section, we present olRelay PAth Routing
and onlym — 1 nodes violate thevavepathproperty. heuristic, RPAR, for identifying the energy efficient
Denote the left boundary of intervdl by ¢(I). Note accumulative relay route of the MEAR, s, t) problem.
that{(I) < p;—1 < oo. There are three cases. Through simulations it is shown that RPAR can achieve



input : a set of participating nodeE, sources, input : node setl’, sources € V, destinationt €
destinationt Vv
output: a wavepath schedule fromto ¢ using all output: a transmission schedule frosnto ¢
nodes int/ V(T) {5}, B(T) < 0; U « V\V(T);
i+ 1v < 8,0 < t, U + U, Yo € U, m(v)  s;
while U’ # 0 do e(s) « 0; Yo € U,e(v) < H/gs v;
find y € U’ with the minimum while ¢t ¢ V(T') do
i—1
s (H =52 pigiw ) selectu € U s.t.Vo € U, e(u) < e(v);
ol g"‘fw(e Y i E(T) « E(T) U {(n(w), u)};
Vi Y c(m(u), u)  e(u) — e(m(u));
end . s foreachv € U do
Pw—1 ¢ 5= (H = 2ot pjgj,w), if e(v) >e(u)+
Pw 0 H — E(m,w)&p(u) c(a:,w) : gz,v) /gu,v
output{(v;, pi) }12, then

e(v) « e(u) +

(H_E(z,w)Ep(u) C(l‘, w) ) gz,v)/gu,v;

w(v) < u

more than 30% improvement over SP, the traditional end

shortest path algorithm. Also the performance of RPAR end

is very close to the optimal, both in the average case ‘mdend

in the worst case as shown in Section IV-A. output{(vi, i)}, wherewv; = s, v, = t,
RPAR grows a tre€l” rooted ats by connecting a| ;S " W’(*vi) Diot = C('Ui—,l v), pu = 0

node to7 in each iteration, starting witfs}, until ¢ ’ ’ i

is added toT'. Define a dynamic cost functioe(u, v) Algorithm 2: RPAR(V, s, 1)

as the energy consumption of a successful transmission

from u to v. Define functione(v) on nodev as the total

energy usage of a transmission schedule fsdow if the

unique path fronms to v in T is followed. In the descrip-

tion of Algorithm 2,7 (v) denotes the parent of noden 7

T, V(T) denotes the vertex set @f, E(T) denotes the i

Algorithm 1: ORDER(U, s, t)

1 6 8

edge set off’, andp(v) denotes the unique path from  ——  path with Relay
tovinT, i.e.p(v) = [(Ul, U2)7 (’1}2, U3), T (Uwfl, Uw)]
wherev; = s,v, = v andVi < w, (v;,v;41) € E(T).
The output |s.an energy efficient trans_m|_SS|on schedul%ig_ 4. For source destination palrandg, let the optimal
from s to ¢. It is clear from the description of Algo- 3-Relay path bdl,2,- - ,8]. The directed edges represent
rithm 2 that a nodeu can transmit to its next hop  the edgeq A(i),q) if leakage of noded (i) at nodes is at
with energy smaller thatl /g, ., (except for source),  leastsH. For exampleA(2) = 1, A(6) = 3. The sequence
which forms the basis of better energy efficiency in al> 2 3;6,8 forms a directed path from to 8 in the TM
AR network than arM network. model.
The execution of RPAR/, s,t) assigns a unique par-
ent for each node that is added o It follows thatT' .
is a tree. So for given sourceand destination, RPAR ~ Theorem 5:Given a set of node¥’, sources € V/
yields a loop free path. It can be shown that RPAR h&§\d destinationt < V', the energy of the optimak-
time complexityO(V3). (For each iteration to add oneRelay path is at leas} of the output given by the SP

——=  Path without Relay

node toT', it needsO(V?) computation time.) gQOVfithm-
roof:
F. Analysis of Energy Efficiency éfRelay Let S = [(v; = s,p1), -, = t,pg)] be the
In this section, we derive a lower bound on the energyptimal k-Relay transmission schedule for, ¢), and let

efficiency of k-Relay routing. By the same derivation,E(S) = Eﬁj’lpi be the total energy consumption of

we show the existence of an algorithm that achieves ti$e (p, = 0). By the definition ofk-Relay, nodei can
bounded approximation ratio. Note that this bound iaccumulate energy from transmissions of nodeg, i —
only interesting wherk is small. k+1,---,i—1, which sum toH. Thus, for any node



i > 1, at least one node among-k,i—k+1,---,i—1 approximation ratio is no more than than 1.1 in the worse
has a leakage of at leagtH on i. Let A(i) denote cases, and even less in average case which is around
this node. We now show th&t* = [(v;, pf)]i,, where 1.01. On the contrary, the SP algorithm, deviates from
vy = s,vy =t,pf = kp; andVi > 1,v;_1 = A(i), is a the optimal significantly, in the worst case as well as in
feasible transmission schedule for 1-Relay routing. the average case.

First, S* is well-defined, since for any node> 1, Recall that Theorem 5 establishes that both RPAR
A(i) exists andA(i) < i. The schedul&™ can be found and SP arek factor approximation algorithms for the
by determiningt, A(t), A(A(t)), A(A(A(t))),---. Now minimum energy accumulativé-Relay routing. The
by definition of A(:), the transmission powes;_, of simulation shows that the actual performance of RPAR
every node —1 is enough for the next nodeo correctly is much better than that of SP. It is interesting to see
decode the packet. Therefor®; is feasible forl-Relay that the approximation ratio of either RPAR or SP
routing. does not exceed 2, even for unlimitdd indicating

Since E(S) is at Ieast% fraction of the total energy that the performance upper bounds can be significantly
consumption ofS*, which is at least the shortest patimproved. In the following discussions, we compare the
energy (minimum among all 1-Relay paths), Theorem erformance of RPAR with that of SP for larger networks
follows. B in various settings. We repeat each simulationtimes

Theorem 5 places a lower bound on the energy efind compute the average as our simulation result.
ciency ofk-Relay routing, i.e., the shortest path heuristic
provides an approximation of factdr. Whenk = n
(accumulation allowed from any previous transmitting
node), the upper bound of the performance of this
heuristic isn. In Section IlI-C, we have shown that
the shortest path heuristic can perform arbitrarily badly
(with a super-constant approximation), which provides : o
a lower bound of the heuristic performance. However, Pl T e T
when k is small, eg.k = 2, the heuristic can provide
2-approximation guarantee.

Approximation ratio of RPAR and SP over Optimal

pproximatior

IV. SIMULATION RESULTS ° : N

In. this Sectlorj, W.e evaluate the performance of RPAEg. 5. Average and worst case performance of RPAR and SP
by first comparing it to the optimal solution OPTRelay, ;' small networks.

in small size networks and then to SP in larger net-
works through simulations. We consider the aggregate
transmission energy consumption of the paths (defin%d
in Section 1l) as the performance metric. Nodes are’

randomly distributed in a stationary network with size In this set of simulations, we investigate the effect
1000m x 1000m. In all the simulations, the powerOf node density on the performance of RPAR. A set of

attenuation exponeni is set to2. 50, 100, 150, 200, 250, 300, 350 or 400 nodes are
) randomly distributed in a000m x 1000m plane. For

A. Comparison Between RPAR, SP and OPTRelay each run of the simulatior20 source-destination pairs

We first demonstrate the performance of the heuriare randomly selected, and we measure the total energy
tic RPAR in approximating the optimal solutions, andonsumption of the schedules output by RPAR over that
compare it with that of SP. For networks with = of SP . The results are illustrated in Figure 6. When
2,3,---,26 nodes, we measure the average case apprdéixe network density increases the ratio decreases which
imation ratios and the worst case approximation ratiosiplies the energy saving of RPAR over SP increases.
of RPAR and SP. The approximation ratio is defineBor a randomly selected pair, the expectation of the
as the total transmission energy of the schedule outgtiiclidean distance between them remains the same when
by RPAR divided by that of an optimal schedule, anthe density increases. However the path generated by
the same for SP. The optimal schedule is found HRPAR (as well as by SP) will have more hops when
brute force search. For eaeghnode network, we study the density increases. Thus, on one hand, the energy
the approximation ratio for all the source-destinationonsumption of both schedules from RPAR and SP will
pairs in the network, and plot the average and th#ecrease when the the density increases. On the other
worst case approximation ratios in Figure 5. It showsand, the energy consumption of the RPAR schedule
that RPAR heuristic is very close to the OPTRelay. ltdecreases even faster since more nodes generate leakages

Impact of Nodes Density



to other nodes in the network and moreover, the distanpewer and buffer size of wireless nodes as well as the
between each hop decreases which enable the nodemiplexity of coding schemes puts a limitation on the
to benefit more from the leakages. This explains thelay level in practical systems.

observed trend in Figure 6.

RPAP Energy/SP Energy

Energy consumption ratio of RPAR over SP under different nodes density
0.78 — T T T T

RPARISP ——

V. IMPLEMENTATION ISSUES

For the proposed scheme to be successfully imple-
mented two main issues need to be addressed. First,
the nodes should be able to compute the wavepath.
Second, they should be able to implement the accumu-
lative relaying. The first part can be implemented in a
centralized manner, where one or multiple nodes gather
the information about the network topoplogy and then

L L L L L L L
50 100 150 200 250 300 350 400
node number

run the RPAR algorithm. The distributed implementation
of the RPAR algorithm requires further investigation
specially when we consider mobility [26]. In this section,
we assume that the wavepath was already established

Fig. 6. Energy saving of RPAR over SP increases when tféd we focus on the implementation of the accumulative

network density increases.

C. Impact of the Number of Relay Levels

Ao »eB

Energy consumption ratio of RPAR over SP under different relay level

" RPARISP ——

RPAR Energy/SP Energy

relay level k

Fig. 7. Energy saving of RPAR over SP under different
relay levels. Larger relay level leads to more energy
saving, but the improvement becomes less wlien
increases.

In this simulation, we study the performance kof
Relay AR for different relay levels. We consider a
random network of200 nodes. For each relay level
k=1,2---,9, we plot the average energy consump-
tion ratio of the schedules output by RPAR to that of
SP for20 random source destination pairs. The results
are presented in Figure 7. Note theRelay scheme
is actually the traditional routing without accumulative
relay. Thus, the ratio of-Relay RPAR over SP is simply
1. When the relay levek increases, the energy ratio of
RPAR over SP decreases, but rate of decreasing slows
down. Figure 7 shows that larger relay levels provides
more energy saving, however, most energy saving of
RPAR is achieved under small relay levels. This is
an encouraging result, since the limited computational

relaying.

————— » Partial Reception

—» Reliable Receptioi

Fig. 8. Packet relaying.

To be able to correctly implement the accumulative
relaying, each node should be capable of the following
tasks.

1)

Reliably identify each received packet by us-
ing a strong modulation/coding of the packet
header even if the payload cannot be decoded.
The goal here is to distinguish between the packets
and to group them if they are copies of the same
original packet. This issue can be dealt with
by including in the header enough information
for unigue identification of the packet, and then
encoding the packet header using a forward error
correction code. The packet header should contain
the following information:

« MAC_SRCADDR: source address at the link
layer (address of the relay node sending this
packet);

« MAC_DST ADDR: destination address at the
link layer (address of the relay node who is the
immediate destination of this transmission);

« NET_SRCADDR: network address of the
node that generated the packet;

o« SN: a sequence number generated by the
network source node, to uniquely identify a
packet and all its relayed copies.

In Figure 8, node&” can match the two copies from
A and B by looking at the NETSRC ADDR and



2)

3)

4)

SN fields. NodeC' should also be able to decode
the header of the packet sent Hyeven if it is not
capable of decoding its payload. One approach to
realize it is to use a forward error correction code.
Using a good error correction code can provide
the coding gain necessary to reach nodes within
twice the range of the data part of the packet. If

the power attenuation factor is taken to be equal 5)

to 2, then it is enough to use a code with a
gain of 20log10(2) = 6dB. The simplest code
that can be used is a repetition code, however
LDPC and turbo codes provide better gain for the
same redundancy level [27], [28] but require more
computation for decoding. The tradeoff between
transmission energy and energy cost of decoding
has to be considered to determine the best coding
strategy.

Be able to store the partially received packet.

At the MAC layer, the node should store

work load is not low, and if an IEEE802.11-
like MAC protocol is used, then the RTS/CTS
collision avoidance mechanism should be modified
to prevent interference at overhearing nodes. This
can be done by using a forward error correction
code for the RTS/CTS packets to cover all the area
where overhearing nodes might be located.

Online power control and retransmissions. At
each transmission, the sending node estimates the
required power level for the receiver using the
RTS/CTS handshake. The CTS packet includes
the required power level and takes into account
the previously accumulated energy. If the packet
cannot be successfully decoded, the retransmission
is done at a power level freshly estimated through
the RTS/CTS exchange.

VI. CONCLUSIONS

In this paper, we investigated a novel approach to

all received packets corresponding to the sanswergy saving for unicast communication under the
NET_SRCADDR and SN, until receiving a copy model where nodes can partially overhear packets. This
of such a packet with the MAMST_ADDR cor- is feasible even with today’s RF chips that allow mul-
responding to the MAC address. Then the nodéate/coding/modulation communication. In search for
can attempt to decode such packet and send gimple and optimal relaying strategies, we introduced
acknowledgment if successful. All the old copieghe notion of wavepath and showed that any minimum
of a packet will be discarded from the MACenergy schedule can be transformed into a wavepath.
memory when the packet is successfully decodedVe developed a heuristic to build an energy efficient
Be able to combine the various copies and wavepath and showed through simulation that significant
correctly decode the packet.The data part of energy saving can be achieved. We have also shown that
each packet is encoded with an error correctiownder a general propagation model the classical shortest
code that achieves a very low bit error rate fopath approach can be arbitrarily bad in comparison with

the considered power threshold. This implicitlyan optimal approach (and our heuristic).

implies that the rate of such code is below the
Shannon capacity limit for the power threshold and
noise level. When combining multiple copies of [1]
each packet, one can ask if such copies need
be encoded specially. In the case of the wideband
regime it was shown in [3] that a simple repetition
code provides optimal performance in terms of en!
ergy saving. This means that there is no advantage
in using a complex re-coding scheme when for{4]
warding a packet. This result is basically due to the
fact that the capacity of the channel is proportionays;
to the signal power for large bandwidth. Therefore
the receiver can combine the stored copies of ea
packet by combining the different copies of each
bit by, for example, computing an average of the
real valued estimates. [7]
Be able to prevent interference at all tar-
geted neighboring nodesOur target scenario is [8]
a low-load network where energy is the critical
constraint. This is typically the case for sensorg)
networks with duty cycles below 1%. If the net-

Cﬂg] S. Singh,
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