


Invertible Neural Networks and Inverse Problems











GenerativeModetikolihood
Sample from distribution learned from data

wants density Pow St trainingdata has high likelihood
Let D EXBot N
LID logParti

Moin Lord

Variational AutoEncoder VAE
Train Ga Rk IR

Z to X Golz
As range Ge is kdimmanifold PKI O almost Everywhere
Define noisy observation model

Porxtz NIX I Gerzo MI
Likelihood is defined Everywhere

Peru f Polxizoprzidz
simpleprior on Z Eg Noth

Intractable So optimize a lowerbound

Generative Adversarial Nets GANS

Train Go RIIIRI.q.cz
Range Ge is k dimensional
Train adversarially w a discriminatorycritic

No direct modeling of likelihood



Invertible Neural Networks
Train Go3 IR IR

Z to X_Geez
fulldimensional
latentspace

Allows Exact calculation of likelihood of ayn image
for any parameters 0

Can train by likelihood maximization

Impose prior on latent space Z Nfo In
Induces distribution in imagespace GIZ

Inference

Generation

Probability Basics Change of Variables

Let 2 EIR Pz ffzl Xnp f differentiable and strictlymonotonic

what is relationship of PzandPe Why f
p rxl PzCZI PzrzHd N Tµ Z X

IFel z dz X Xtdx
w

prob pzrzldz Prelude

Perry PzrZ1dYd



In multiple dimensions

Et foo IR Rn 2 frx

pxrxi pz.cz detdo9
Jacobian

1RmnArchitEcturEofINNs

Normalizing flow simple density in 2 mapped to complicated density in

by a sequence of invertible transformations

fk f f
h 2 ha oh X ho

log Peru log pzrzlt.IE ogldetfddhho.J

Trick Choose mappings fi with triangular Jacobians
logldetfddhhi.nl sumflog diagddhhiy

How can WE USE Convolutions to build invertible transformations

Affine coupling layers qale translation

Given XE IRD dLD Yiid kid
xdtiibOEXPfsrkiidllttfki.aeYdHiD

CNN's
NEEDnot
beinvertibl



Jacobian of affine coupling layer
08

a
diag expert

T lower triangular
dot dot EXP SIX D

Inly involves forward Eval of S
so s t can be arbitrarily complicated

Architectures using coupling layers

Roughly
goggling gohmuffhents 09119 0 schoomffpoknants

Expo

NICE architectures
t ti

tt ft
t

GlowlReal NVP Architecture

or
fixed
permutation



Samples from INNS

Source Glow paper

Sourceis Real NVP



Using INNS as priors for inverse problems

A trained INN provides a density pro
induced by X Golz WI Z Nro In GoaRn Rn

consider image EIR
measurements y A ty for A cIRMA MEIR

Maximum Likelihood formulation

Myx PIX st Ax y noiseless case

Min logperil 8 MAX YIP noisy case
x

Miz 11 AGE y112 we 20 0 optimization
in latent space

SEE Asim et al 2019
Whang et al 2020

Out of distribution performance of INNS for CompressedSensing

Compressed Sensing
w M O 2h
Gaussian measurements



In painting w Glow prior

Theoryfortinear case
suppose G E IR has Sigularvalues 0 too to

Let Paul be given by X GZ for Z Nro In

Let A EIR have iid Nro 11 Entries

Theorem AsimDaniels Leong HandAhmed

Let Xo Pg for fixed G

If 4 Eman then the MLE Estimate

I argzax Parti st Ax AXo
obeys

Emote EAEwpallt xolkmfm.EE

Note As m on Error 00 unlike WIGAN theory

Also SEE Gaussianwidth based theory in Whang et al nonlinear case



Other approaches for inverse problems w INNS

Approximate forward operator by INN get
inverse for free Supervised learning

Ardizzone et al 2018

Limitation NNS StrengthsofIN
Computationally Expensive Exact likelihood calculation

Do not have Explicit low dimensional
Exact latent variable inference
Memory savings in back propsignal representations
All signals are in their range
strong out of distribution
performance


