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Gradient Descent GD

Convergence of GD

Stochastic Gradient Descent Sao

Analysis of SGD

Optimization and machine learning
Data Xiii i n

Consider a model IolXil
main tryout Yi

Optimization in general
min f x
x

Gradient descent3 Take successive steps downhill

it Xi a Tff Xi
Pf pomstep size ts in direction

learning rate of steepest descent
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Depiction of gradient descent
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How does learning rate qualitatively affect behavior
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too big d r too big d r too small l r
can cause can miss a can take a long
divergence local well time to converge

How fast does gradient descent converge

mix f X Xi Xi a pffzi

Suppose Xi s as i 00

How long do you need to wait to get
a certain accuracy E

Can gain understanding in some CONVEX CASES

WE say Foo IRD SIR is convex if

f x tri a y E Ofw th a fry

for all of a El X Y
f 4 4 d y

always curves up
X oxthly y

f is convex if Df Hf is
positive semidefinite Everywhere Hessian

matrix
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It is positive definite if all Eigenvalues
are positive

It is positive semidefinite if all Eigenvalues
ARE nonnegativ

Convergence of GD for quadratic functions

Let frxi IXTQXbtxwhcro XEIRd.beRd Qc1RdXd is positivedefinite

Let m Xm IQ M XmaerQl k Mm

condition number
of Q

consider GD w fixed stop size a

hH Xk off Xh

Note Q b is the unique global min off



Theorem If O m then GO

for f Xl zXtQX btx satisfies
k

11th HE f I HN 11

first order convergence
Error decays Exponentially
To get Error E need Oflog E l iterations

Proofoo Note Tf Qx b
The global minimizer solves QxEb X Q

ht Xk offutt X

Xk Qin b X't
Xk ofQxh QE X
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WE choose D 2
Mtm
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Interpretation 3
If f doesnt curve up too much

and doesnt curve up too little
then GO with fixed step size

can Exhibit first order convergence
to the global minimizer



Convergence of GD for CONVEX
strongly smooth f

Def ng f is M Strongly smooth if

V X.yfryl ffxlfcy x.pfrxvtmz.my XLR

Or Equivalently

117th Pfrylll EMILY 911

Tf is M Lipschitz

Visually frotcy X Jfk tmz 11kg112
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f doesn't curve up too much



Theorem Let f be convex and
M Strongly smooth If often
then GD satisfies

f Kil fix Is Ho 112

WHERE X't is a minimizer of f

Error decays slowly

To get Error E from optimal value

need 044 iterations

Proof3
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Note fuk free E Xk x Of
by convexity
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Challenges of gradient descent
in deep learning

moin E.lfyo.mil Yi

ht ok ay frog oh atone IFartityi

To Evaluate Offal one needs to loop through

all data batch gradient descent

Expensive
not possible in some contexts

Idea 8 USE minibatches

Select a minibatch Bc 112 in

Ott oh off E Oo Kil Yi

USE as approximation
of Poffo



If the minibatch is chosen randomly
On average the gradient of a minibatch

is the full gradient

stochastic gradient descent

StochasticGradiscent
Want to solve main fro

Instead of having access to Fff Xl

suppose only have Grel ur ECG P full

Write SGD as
htt Xk Grxk

k

on average move in direction of

steepest descent

may move further from minimizer



Simple model3 additive noise

G XI P feel t W W Neo o II

USE in ML minibatches

fro h h.SE tryout Yi

Gro Eyal rxil.yilfgrobsrg.IE
Qualitatively

with fixed step sized Xk will
move close to X but will bounce

around due to stoohasticity

Small a

11th Ell large a

bounces
around
minimizer

k fiteration number



large a fast initial convergence
large Error

small a slow initial convergence
smaller Error

can formalize these observations ur theory

Analysiso fSGD

Consider a convex f 3Rd0112
Suppose EIGHT Pfrx

WE say the stochastic gradient is
M B bounded if

E HGroll's Mlk 11 t B

WHERE is a minimizer of f



Examples

If Grxl Pfrx and F is
M strongly smooth

G is Mio bounded

If Gru P feel W W W NIO EI

E11610112 117from't EfHwHI
If f is M strongly smooth

G is M rdo bounded

Defnoo f is m Strongly convex if
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f doesn't curve up too little

Theorem

If f is m strongly convex

and G is MiB bounded and AE fo Fm

IE IlXk FIRE fl 2matomyk11
0 Mft

2M aM2
looks like first order up to
CONVERGENCE SOME Error

Note For constant d do not expect
convergence

Smaller brings us closer to

but with slower convergence rate
initially



How to choose stop sizes flearning rates

Run at a large value for a while

herp'Iaht learning
rate

Have schedule of An decaying in k

In these cases can hope for convergence

ngE dSGDiDEEp Learning

Nonconvexity and non smoothness

Li et al 2018



May be stuck in a local minimum

so may want to temporarily increase

learning rate to get unstuck

Summary's
Too large learning rate can lead to divergence

In convex case to get convergence or

should be small relative to curvature of f

Too small learning rate can lead to slow convorgen

For convex quadratic functions convergence
of

GD can be first order fast

For more general convex functions convergence
can be slow

SGD w fixed stop size is not Expected

to converge

Sap with decaying stop SRES may converge


