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Adversarial Examples
white box attacks
Black box attacks

Real world attacks
Adversarial Training

Adversarial Examples Goodfellow et al 20

GoogleNet gets this
image wrong but a
human gets it right

AlexNet classifies
these as ostrich

Szeged et al 2014



Formulation

There is a trained neural net classifier

f Xl y
image

i probability
distributionnef parameters over classes

This net assigns to X theclass UX arginax Yi

For some image X find perturbation of

such that CIXto F Cr X untargeted
or

cretor t targeted

Wants Xtc to appear to a human as class Crx

Adversarial Examples3
Targeted vs Untargeted
white box vs black box vs no box

Imperceptible vs perceptible

Digital vs physical
specific vs universal
Attack vs defense



whiteBox Attacks

ProjectedGradient Descent

solve aroma YF true
label of X

maximization set of Cross
images w Entropy
small loss
perturbations
from X

where P X HX X11 CE for example

couldbet Small
other p norms constant

To solve3

Yet IT fxtth.TL frXtl y
l

projector step gives direction of
on to Px size Maximal ascent of L

Wrt X evaluated at Xt

W IT argmin Hk 2 112 closest poin
X'CPx in Pe to Z

Px

Z



Fastgradientsighodffasm
Goodfellow et al Zo

X Xt E Sgh XLIX y
1

special case roughly Noniterative fast
of PGD projecting on

to ball

Carlini Wagne rattack Carlin it Wagner 2017

Wants min 11811p set Cutlet
or

hard to work with
this constraint

suppose we have ACCESS to classifier f take
Notation's 2 f X is class logits positivepart

solve3 min 11811
p St ftp.aftzrxtdi zrxtft tEO

or
largest logit
other than
class t

Penalized form min lldllptlfhfaftzrxtdi 2 at ft
r

commonalities of methods so far

Requires gradients of classifier white box

Has variants for targeted and ontargeted attacks
Adversarial perturbation computed for a single image

classifier



Universal Adversarial Perturbations Moosari Dezfoolietal 20171

Find 8 St Xtc
is misclassified for
most images X

J is a Universal or

imageagnostic perturbation

Xv dataset perturbed
by V
Ktv Ktv

Err Xu fraction of
misclassified images
in perturbeddataset

multiple ways
to solve

project onto lp ball
of radios he



Examples of Universal perturbations

Universal Perturbations generalize across architectures

You can attack an unknown classifier by training your
own with a different architecture and running

a white box method



Blackbox attacks

Cant backprop Idifferentiate the

classifier you are attacking

You may have access to logit output
or perhaps only to predictions or nothing

Approaches3
Zeroth order Optimization Zoo

Transferability Attacks

200 in general

To compute min g X W o derivatives
KEIRN with the values

Of g at theseId cases

µ 3egffhtasfc.CH

to gYXl

gYxl grxtN 9
28

g fXI g tgx o

f 2

Model as a parabola and
find it's minimum



Higher dim cases Stochastic Coordinate Descent

choose a random coordinate Ei
compute mish g I Xt SE as in Id

200 for adversarial examples w logits

USE stochastic coordinate descent on
CW formulation Chen et al 2017

ZOO for adversarial Examples w only class label

Randomized gradient free RGF method

Cheng et al 20181

In adversarial Examples accurate gradients
are not needed Eg f GSM



TransforabilityAttacks Liu etat 20171

Ensemble approach
Train multiple classifiers w different
architectures
Try to fool average logit output
over the Ensemble



Realworld Attacks
Brown et al 2018

Adversarial

Patch

Patch is so visually salient a classifier
ignores the rest of the image

challenges3

Can't change all pixels
Needs to work for all backgrounds

Must be robust to physical transformation



Build a model for transformations

J X h t

Find adversarial patch 8 by choosing target class too

arggmax Egg dog Pliny Arditi htt is class t

can make it further robust by using Ensembles

Other Examples

Wv et al 20191

fEykholt
Et al 2018

Sharif et al 2016



Advorsarialtraining Goodfellow et al 20151

Train a classifier and try to

Ensure adversarial perturbations get
correctly classified

Example for f GSM3

Instead of optimizing

Gay at train time

optimize
a LIE X y th a LIO xtesgnQLIQX.gl y

I l f GSM adversarial
weighted example
combination

challenge's
wont be robust to other methods

Game of Cat and MOUSE


