


Neural Network Architectures for Images





 MLPs
CNNs
Res Nets
Encoder decoder nets
AutoEncoders

Multilayer Perceptions MLB

pixels

nonlinear learned linear
representation classification

careful 3 Can't alter input size
no geometryflocality of input is Enforced

permutation invariance



Convolutional Neural Networks tMLPs

Context Classification Lecun et al 1998

CNN MLP
convolution Layers are well suited for images

Leverages locality geometry of images
Enforce translation invariance

Fewer parameters than MLP

Can handle images of arbitrary size
though following MLP can not

Alex Neto Krizhevsky Etat 20121



GG Net Simonyan Zisserman 2015

Vanillas
Contexts Image Restoration

Lucas et al 20181
Can retain image size
can operate on image of any size

Be careful about receptive fields
image scale



Dirt removal Eigen C t al 2013

Original with dirt with snow withscratches

Input
image

Output
of CNN

Blind Deconvolution Hradisetal 20151



Residual Blocks Skip Connections

Lucas et al 2018

ResNet for classification 3
lte et al 20151

Ensure that
Enough computation
is performed before
adding back

Residual blocks allow increased depth
Increased depth allows

a large receptive fields
Smaller filter sizes
savings in parameter count



RegNeff for Super resolution 3 Ledig Et al 2017

ResNets are good at

Successive refinement
of images



Idea 3 Do Superresolution by only learning residual

Kim et al 201

Learning a residual may be easier

than learning a full mapping

analogy fixing a painting



Encoder decoder Nets
Lucas et al 20181

I
bottleneck

Encoder converts image to a set of latent variables a code

Decoder generates image from this code

Bottleneck forces not to gain semantic understanding of image

Encoder decoder net for inpaintings
Pathak et al 20



Combining Encoder decoder nets w Skip Connections

The compressive nature of an Encoder decoder
bottleneck may result in loss of detail
in decoded images
Idea 3 fix with Skip connections

U net
Ronneberger
Et al 2015

segmentation biomedical images

strength of U nets
Semantic understanding by bottleneck
Skip connections preserve detail



Auto Encoders
Context 3 Unsupervised representation learning

With compressive autoEncoder one can

compress images

Theis c Gal 2017



Theis c t al 2017

Learned autoenodor representations can be
used for other tasks

fEng et al
2017



One last idea Spare nets from

learning things you know

fully end to End trained nets may not

be the best approach to solving a problem

compressed Sensing Mousavi Baraniuk20

MRI reconstruction3 Zbontar Et al 2019


