


Day 9 - Statistical Learning Framework and Bias Variance Tradeoff 
 
Agenda:




Statistical learning framework
•
Derivation of square loss for regression
•
Derivation of log loss / cross-entropy loss for classification
•
Terms related to the statistical learning framework
•
Bias variance tradeoff
•









































































 
 
 



 
 
 
 
 























































































StagggggframeworkforMI
supervised

X y are sampled from a joint probability distribution

Training data D CtiYo i n
are iid samples

Test data are also iid samples OF THE SAME DISTRIBUTIO

Can estimate the model predictor by maximum likelihoodestimation

Results usually in an optimization problem

f argmint lffrtil yo empirical risk
minimizationfelt

where
l loss function Eg try yl ly yl
It hypothesis class eg degree d polynomial

Evaluate performance on test data ii Yi m

II ll Yi Frei






































































































Model Yi Xia Ei w Ei No o

Data's D Xiii it n

Estimate a by maximum likelihood

pdf of Ei is oÉ over Ze IR

likelihood ofdata using EE Yi Xia
by independence

a IT IE E
Yi titatzor

Of data

log heal EGiza terms constant in a

maximizing data likelihood minimizing square loss

may Lead main E Ixia yes
Tquareloss lfj.gl lyy






































































































Lognigggregressionandcrossentropylosy

W OZ É EzLet a cRd

Bernoulli P 19 1121 Oreta
pry 01 x l

orgData Xi yid
Ha is a logit

Visually

i

t

Oo o o i I I

o o o
o o o
o

o jao

Tidth fail
IESertainty

Estimate a by maximum likelihood

Liat II Pry 0 Xo pry 1 zig

log Lra fi yo log Pryooltol t Yi log Pry 1 Zil



































































































 

Cross Entropy loss

lce P q Ezra
1099121 Eptogg

1 I
ftp.grgtgrz GasErzipra

Maximizing data likelihood minimizing cross entropylos

may Lead min Efilogfortall tri yillogllorx.to

EÉ H



 
 
 
























































































 

Statistical Framework for ML supervisedF

Im.is arbiarysetofobjectslinstances
that could be labelled

usually represented as a feature
Vector in Rd
could be infinite dimensional

Label Set Y set of possible labels

Eg Rd for regression

1,03 for binary classification

Finiteset for multiclass classification

Training data S Xiii in n

n points in Xx

Predictor hypothesis any function fo X s y that
X to y

outputs a prediction y for any
instance X

Hypothesis class It a set of predictors hypotheses

that are being considered

Eg H degree d polynomials



 
 
 
What is the label set for classification with three classes? 
 
 
 
 
 
 
 
 
 
 
 
Consider k-dimensional features.  When training a binary classifier for logistic regression 
with no bias term, what is the hypothesis class? 
 
 
 
 
 
 
 
 
Is it useful to consider the hypothesis class of ALL functions from X to Y? 
 
 
When you pick a model (hypothesis class) you are making assumptions on the data. With the 
set of all functions, one doesn’t assume anything about the data?



Could lead to overfitting.  





 
 
Not clear how to optimize over such a class.   There’s no parameterization of this class. 
 
 
Want to make regularity assumptions (eg that the relationship is continuous) 
 
 
 
 
 

Y 1 2,3 R

or

Y 11,181,19 a m3
one hot ending

Pry 11 1 010 X

Let foe 112ktMortal
Fork OO x

H fo OER Jean fo

Consider f 3 Zit Y

all other zoo
would be in H



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Data generation model

Simple version probability

Assume X D where D is an distribution

over X
Each sample is independent

y fix for a correct function f

Realistic version

Assume IX Y D a joint probability

distribution over Xxy

There is some marginal distribution

of X DX

For any x there is a conditional

distribution over y Dy z



 
In the following example: 

 
What is the distribution  
 
 
 
What is the conditional distribution 
 
 
 
 
 
 
Example:  Suppose  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Uniform CoilDx

N 1 2 2 2,02Pym

X N 0,1
Y X Bernoulli GIZA

Plot Zig according to this distribution

a bunch of y
somplay

is t n

i

i i
i

I I t
2 I 2



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


























Question: Isn’t 0-1 loss what I would want to minimize when doing classification?



0-1 loss is not differentiate.  Not very useful for training your models.  Mostly used for 
evaluating (particularly for classification)






















Loss how bad is the prediction of an

instance relative to its label

dry J EIR
lab'd prediction

Examples

Square loss try J Ily 511 it y.geRd

log loss fly y EYology if YER
are one hot
Encodings

jerk is
a probabilitydist
over k labels

O 1 loss hey j
go

if 5 9
I if O'wise






































































































Risk Expected loss of a predictor
for new data samples

RIF dry fix

aha igeneralization Error

Nyest errorError

population Error

Generalization ability to perform well
on new data

Goal of learning

To find a f such that Rf
is minimal Want to solve

ang min RIF
felt

D

challenge We don't know D We only

have samples S






































































































Empirical Risk approximation of risk based

Minimization on training data S
Empirical mean

I argmin E.li Yi frillFelt

Impiricarish

Test Error Use a finite test set
to assess generalization

t.ME llytest Freitest

Ftestgoose pl Ytst
Ffzitest

Model complexity cardinality or dimensionality of

hypothesis set H unknown

parameters





Activity: 
 
Which hypothesis class is more complex? 
 

























































































Let fort Q X for ZEIT GEIR

H fro Fa
us H fro fro.fr

1 A
free Rolex

H fro fro.fr us fo een

A

H degree 2 polynomials vs H degree 3 polynomials






































































































Bias Variance Tradeoff

Standard Statistical ML story

i highercomplexity models
error

L
have lower bias but
higher variance

it overfits data variance term
Iodmflexity dominates test error

after a certain threshold

larger models are worse

Why is training Error monotonically decreasing

Why is test error initially decreasing






































































































If you have 103 data samples

how complex of a data model would

you consider

Why does understanding this tradeoff matter

why shouldn't you use test data

to estimate model parameters Wouldn't

more data lead to a better model



 


































































































BivarianceDecomposition

Consider regression model

y Frate W EEE 27 0

Let S Xinyi n
be rid samples

Estimate f by an algorithm producing Is
Evaluate Is by Expected loss on a new sample

RIFT Ex Fs x 97
risk

tastple sqtareloss

Performance will vary based on S
Take Expectation over 5

IES RIFT Ex I Fsrx Y

We will decompose into 3 Effects bias variance irreducible
error

lesRFI ESI Fsrxl frxl eTJ
IEx IFsrxo Frxlf 2EtIfrHJtEfe

Tarte
ftp.slfsrxl frx ftVarre

Evaluating the first term Conditioning on Z

IES I FIX FR ESIFIX EsFsral EsFYI free

IE FIX EstV72IE EÉr IIE FAI Fra EYE FIN FIX

Fingexpectation toegnostdepend






































































































EÉEYE
So

Es RIFF FRI ESTIMATE VarsFTW Vare

expectedsquaredbias Yepectedvariance irreducible

of Estimate Of Estimate
terror

Illustration of bias variance tradeoff

suppose y Xt E

Lj
Low complexity model y c

Ex fix Est is high

Ex Varstart is low

High complexity model Y CoteX tax't Cox

Ex t Est w

LyxLyxExVarstsix is high






































































































Standard Statistical ML story

EW
i d

have lower bias but
higher variance

If complexity is too high
it overfits data variance term

model dominates test Error
complexity

after a certain threshold

larger models are worse

Modern Story based on Neural Nets

Test Error Can decrease as
Error model complexity continues increasing

And it can be lower than in
Lix

Phenomenon double descentTimplexity

underparatmeterizedferparamertorized larger models are better
regime regime






































































































If you have 103 data samples

how complex of a data model would

you consider

Why is being critically parameterized bad

for generalization

In the over parameterized regime
do all models with O training Error

generalize well






































































How is good generalization possible in the

over parameterized regime

Why does understanding this tradeoff matter


