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#### Abstract

Spectral clustering is useful for a wide-ranging set of applications in areas such as biological data analysis, image processing and data mining. However, the computational and/or communication resources required by the method in processing large-scale data are often prohibitively high, and practitioners are often required to perturb the original data in various ways (quantization, downsampling, etc) before invoking a spectral algorithm. In this paper, we use stochastic perturbation theory to study the effects of data perturbation on the performance of spectral clustering. We show that the error under perturbation of spectral clustering is closely related to the perturbation of the eigenvectors of the Laplacian matrix. From this result we derive approximate upper bounds on the clustering error. We show that this bound is tight empirically across a wide range of problems, suggesting that it can be used in practical settings to determine the amount of data reduction allowed in order to meet a specification of permitted loss in clustering performance.


## 1 Introduction

A critical problem in machine learning is that of scaling: Algorithms should be effective computationally and statistically as various dimensions of a problem are scaled. One general tool for approaching large-scale problems is that of clustering or partitioning, in essence an appeal to the principle of divide-and-conquer. However, while the output of a clustering algorithm may yield a set of smaller-scale problems that may be easier to tackle, clustering algorithms can themselves be complex, and large-scale clustering often requires the kinds of preprocessing steps that are invoked for other machine learning algorithms [1], including proto-clustering steps such as quantization, downsampling and compression. Such preprocessing steps also arise in the distributed sensing and distributed computing setting, where communication and storage limitations may preclude transmitting the original data to centralized processors.
A number of recent works have begun to tackle the issue of determining the tradeoffs that arise under various "perturbations" of data, including quantization and downsampling [2, 3, 4]. Most of these analyses have been undertaken in the context of well-studied domains such as classification, regression and density estimation, for which there are existing statistical analyses of the effect of noise on performance. Although extrinsic noise differs conceptually from perturbations to data imposed by a data analyst to cope with resource limitations, the mathematical issues arising in the two cases are similar and the analyses of noise have provided a basis for the study of the tradeoffs arising from perturbations.

In this paper we focus on spectral clustering, a class of clustering methods that are based on eigendecompositions of affinity, dissimilarity or kernel matrices [5, 6, 7, 8]. These algorithms often outperform traditional clustering algorithms such as the K-means algorithm or hierarchical clustering. To date, however, their impact on real-world, large-scale problems has been limited; in particular, a distributed or "in-network" version of spectral clustering has not yet appeared. Moreover, there has been little work on the statistical analysis of spectral clustering, and thus there is little theory to guide the design of distributed algorithms. There is an existing literature on numerical techniques for

Procedure SpectralClustering $\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$
Input: $\quad n$ data samples $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}, \mathbf{x}_{i} \in \mathbb{R}^{d}$
Output: Bipartition $S$ and $\bar{S}$ of the input data

1. Compute the similarity matrix $K$ :

$$
K_{i j}=\exp \left(-\frac{\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2}}{2 \sigma_{k}^{2}}\right), \forall \mathbf{x}_{i}, \mathbf{x}_{j}
$$

2. Compute the diagonal degree matrix D:

$$
D_{i}=\sum_{j=1}^{n} K_{i j}
$$

3. Compute the normalized Laplacian matrix:

$$
L=I-D^{-1} K
$$

4. Find the second eigenvector $\mathbf{v}_{2}$ of $L$
5. Obtain the two partitions using $\mathbf{v}_{2}$ :
6. $S=\left\{[i]: v_{2 i}>0\right\}, \quad \bar{S}=\left\{[i]: v_{2 i} \leq 0\right\}$

Figure 1: A spectral bipartitioning algorithm.


Figure 2: Perturbation analysis: from clustering error to data perturbation error.
scaling spectral clustering (including downsampling [9, 10] and the relaxation of precision requirements for the eigenvector computation [7]), but this literature does not provide end-to-end, practical bounds on error rates as a function of data perturbations.

In this paper we present the first end-to-end analysis of the effect of data perturbations on spectral clustering. Our focus is quantization, but our analysis is general and can be used to treat other kinds of data perturbation. Indeed, given that our approach is based on treating perturbations as random variables, we believe that our methods will also prove useful in developing statistical analyses of spectral clustering (although that is not our focus in this paper).
The paper is organized as follows. In Section 2, we provide a brief introduction to spectral clustering. Section 3 contains the main results of the paper; specifically we introduce the mis-clustering rate $\eta$, and present upper bounds on $\eta$ due to data perturbations. In Section 4, we present an empirical evaluation of our analyses. Finally, in Section 5 we present our conclusions.

## 2 Spectral clustering and data perturbation

### 2.1 Background on spectral clustering algorithms

Given a set of data points $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}, \mathbf{x}_{i} \in \mathbb{R}^{1 \times d}$ and some notion of similarity between all pairs of data points $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$, spectral clustering attempts to divide the data points into groups such that points in the same group are similar and points in different groups are dissimilar. The point of departure of a spectral clustering algorithm is a weighted similarity $\operatorname{graph} G(V, E)$, where the vertices correspond to data points and the weights correspond to the pairwise similarities. Based on this weighted graph, spectral clustering algorithms form the graph Laplacian and compute an eigendecomposition of this Laplacian [5, 6, 7]. While some algorithms use multiple eigenvectors and find a $k$-way clustering directly, the most widely studied algorithms form a bipartitioning of the data by thresholding the second eigenvector of the Laplacian (the eigenvector with the second smallest eigenvalue). Larger numbers of clusters are found by applying the bipartitioning algorithm recursively. We present a specific example of a spectral bipartitioning algorithm in Fig. 1.

### 2.2 Input data perturbation

Let the data matrix $X \in \mathbb{R}^{n \times d}$ be formed by stacking $n$ data samples in rows. To this data matrix we assume that perturbation $W$ is applied, such that we obtain a perturbed version $\tilde{X}$ of the original data $X$. We assume that a spectral clustering algorithm is applied to $\tilde{X}$ and we wish to compare the results of this clustering with respect to the spectral clustering of $X$. This analysis captures a number of data perturbation methods, including data filtering, quantization, lossy compression and synopsis-based data approximation [11]. The multi-scale clustering algorithms that use "representative" samples to approximate the original data can be treated using our analysis as well [12].

## 3 Mis-clustering rate and effects of data perturbation

Let $K$ and $L$ be the similarity and Laplacian matrix on the original data $X$, and let $\tilde{K}$ and $\tilde{L}$ be those on the perturbed data. We define the mis-clustering rate $\eta$ as the proportion of samples that have different cluster memberships when computed on the two different versions of the data, $X$ and $\tilde{X}$. We wish to bound $\eta$ in terms of the "magnitude" of the error matrix $W=\tilde{X}-X$, which we now define. We make the following general stochastic assumption on the error matrix $W$ :
A. All elements of the error matrix $W$ are i.i.d. random variables with zero mean, bounded variance $\sigma^{2}$ and bounded fourth central moment $\mu^{4}$; and are independent of $X$.

Remark. (i) Note that we do not make i.i.d. assumptions on the elements of the similarity matrix; rather, our assumption refers to the input data only. (ii) This assumption is distribution free, and captures a wide variety of practical data collection and quantization schemes. (iii) Certain data perturbation schemes may not satisfy the independence assumption. We have not yet conducted an analysis of the robustness of our bounds to lack of independence, but in our empirical work we have found that the bounds are robust to relatively small amounts of correlation.

We aim to produce practically useful bounds on $\eta$ in terms of $\sigma$ and the data matrix $X$. The bounds should be reasonably tight so that in practice they could be used to determine the degree of perturbation $\sigma$ given a desired level of clustering performance, or to provide a clustering error guarantee on the original data even though we have access only to its approximate version.
Fig. 2 outlines the steps in our theoretical analysis. Briefly, when we perturb the input data (e.g., by filtering, quantization or compression), we introduce a perturbation $W$ to the data which is quantified by $\sigma^{2}$. This induces an error $d K:=\tilde{K}-K$ in the similarity matrix, and in turn an error $d L:=\tilde{L}-L$ in the Laplacian matrix. This further yields an error in the second eigenvector of the Laplacian matrix, which results in mis-clustering error. Overall, we establish an analytical relationship between the mis-clustering rate $\eta$ and the data perturbation error $\sigma^{2}$, where $\eta$ is usually monotonically increasing with $\sigma^{2}$. Our goal is to allow practitioners to specify a mis-clustering rate $\eta^{*}$, and by inverting this relationship, to determine the right magnitude of the perturbation $\sigma^{*}$ allowed. That is, our work can provide a practical method to determine the tradeoff between data perturbation and the loss of clustering accuracy due to the use of $\tilde{X}$ instead of $X$. When the data perturbation can be related to computational or communications savings, then our analysis yields a practical characterization of the overall resource/accuracy tradeoff.

Practical Applications Consider in particular a clustering task in a distributed networking system that allows an application to specify a desired clustering error $C^{*}$ on the distributed data (which is not available to the coordinator). Through a communication protocol similar to that in [4], the coordinator (e.g., network operation center) gets access to the perturbed data $\tilde{X}$ for spectral clustering. The coordinator can compute a clustering error bound $C$ using our method. By setting $C \leq C^{*}$, it determines the tolerable data perturbation error $\sigma^{*}$ and instructs distributed devices to use appropriate numbers of bits to quantize their data. Thus we can provide guarantees on the achieved error, $C \leq C^{*}$, with respect to the original distributed data even with access only to the perturbed data.

### 3.1 Upper bounding the mis-clustering rate

Little is currently known about the connection between clustering error and perturbations to the Laplacian matrix in the spectral clustering setting. [5] presented an upper bound for the clustering error, however this bound is usually quite loose and is not viable for practical applications. In this section we propose a new approach based on a water-filling argument that yields a tighter, practical bound. Let $\mathbf{v}_{2}$ and $\tilde{\mathbf{v}}_{2}$ be the unit-length second eigenvectors of $L$ and $\tilde{L}$, respectively. We derive a relationship between the mis-clustering rate $\eta$ and $\delta^{2}:=\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}$.
The intuition behind our derivation is suggested in Fig. 3. Let $a$ and $b$ denote the sets of components in $\mathbf{v}_{2}$ corresponding to clusters of size $k_{1}$ and $k_{2}$, respectively, and similarly for $a^{\prime}$ and $b^{\prime}$ in the case of $\tilde{\mathbf{v}}_{2}$. If $\mathbf{v}_{2}$ is changed to $\tilde{\mathbf{v}}_{2}$ due to the perturbation, an incorrect clustering happens whenever a component of $\mathbf{v}_{2}$ in set $a$ jumps to set $b^{\prime}$, denoted as $a \rightarrow b^{\prime}$, or a component in set $b$ jumps to set $a^{\prime}$, denoted as $b \rightarrow a^{\prime}$. The key observation is that each flipping of cluster membership in either $a \rightarrow b^{\prime}$


Figure 3: The second eigenvector $\mathbf{v}_{2}$ and its perturbed counterpart $\tilde{\mathbf{v}}_{2}$ (denoted by dashed lines).


Figure 4: An example of the tightness of the upper bound for $\eta$ in Eq. (1).
or $b \rightarrow a^{\prime}$ contributes a fairly large amount to the value of $\delta^{2}$, compared to the short-range drifts in $a \rightarrow a^{\prime}$ or $b \rightarrow b^{\prime}$. Given a fixed value of $\delta^{2}$, the maximum possible number of flippings (i.e., missed clusterings) is therefore constrained, and this translates into an upper bound for $\eta$.
We make the following assumptions on the data $X$ and its perturbation:
B1. The components of $\mathbf{v}_{2}$ form two clusters (with respect to the spectral bipartitioning algorithm in Fig. 1). The size of each cluster is comparable to $n$.
B2. The perturbation is small with the total number of mis-clusterings $m<\min \left(k_{1}, k_{2}\right)$, and the components of $\tilde{\mathbf{v}}_{2}$ form two clusters. The size of each cluster is comparable to $n$.
B3. The perturbation of individual components of $\mathbf{v}_{2}$ in each set of $a \rightarrow a^{\prime}, a \rightarrow b^{\prime}, b \rightarrow a^{\prime}$ and $b \rightarrow b^{\prime}$ have identical (not necessary independent) distributions with bounded second moments, respectively, and they are uncorrelated with the components in $\mathbf{v}_{2}$.

Our perturbation bound can now be stated as follows:
Proposition 1. Under assumptions B1, B2 and B3, the mis-clustering rate $\eta$ of the spectral bipartitioning algorithm under the perturbation satisfies $\eta \leq \delta^{2}=\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}$. If we further assume that all components of $\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}$ are independent, then

$$
\begin{equation*}
\eta \leq\left(1+o_{p}(1)\right) \mathrm{E}\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2} \tag{1}
\end{equation*}
$$

The proof of the proposition is provided in the Appendix.
Remarks. (i) Assumption B3 was motivated by our empirical work. Although it is difficult to establish general necessary and sufficient conditions for B3 to hold, in the Appendix we present some special cases that allow B3 to be verified a priori. It is also worth noting that B3 appears to hold (approximately) across a range of experiments presented in Section 4. (ii) If we assume piecewise constancy for $\mathbf{v}_{2}$, then we can relax the uncorrelated assumption in B3. (iii) Our bound has a different flavor than that obtained in [5]. Although the bound in Theorem 4.3 in [5] works for $k$-way clustering, it assumes a block-diagonal Laplacian matrix and requires the gap between the $k^{t h}$ and $(k+1)^{t h}$ eigenvalues to be greater than $1 / 2$, which is unrealistic in many data sets. In the setting of 2-way spectral clustering and a small perturbation, our bound is much tighter than that derived in [5]; see Fig. 4 in particular.

### 3.2 Perturbation on the second eigenvector of Laplacian matrix

We now turn to the relationship between the perturbation of eigenvectors with that of its matrix. One approach is to simply draw on the classical domain of matrix perturbation theory; in particular, applying Theorem V. 2.8 from [13], we have the following bound on the (small) perturbation of the second eigenvector:

$$
\begin{equation*}
\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\| \leq \frac{\|4 d L\|_{F}}{\nu-\sqrt{2}\|d L\|_{F}} \tag{2}
\end{equation*}
$$

where $\nu$ is the gap between the second and the third eigenvalue. However, in our experimental evaluation we found that $\nu$ can be quite small in some data sets, and in these cases the right-hand


Figure 5: Experimental examples of the fidelity of the approximation in Eq. (5). We add i.i.d. zero mean Gaussian noise to the input data with different $\sigma$, and we see that the right-hand side (RHS) of (5) approximately upper bounds the left-hand side (LHS).
side of (2) can be quite large even for a small perturbation. Thus the bound given by (2) is often not useful in practical applications.

To derive a more practically useful bound, we begin with a well-known first-order Taylor expansion to compute the perturbation on the second eigenvector of a Laplacian matrix as follows:

$$
\begin{align*}
\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2} & =\sum_{j=1, j \neq 2}^{n} \frac{\mathbf{v}_{j}^{T} d L \mathbf{v}_{2}}{\lambda_{2}-\lambda_{j}} \mathbf{v}_{j}+O\left(d L^{2}\right) \approx \sum_{j=1, j \neq 2}^{n} \frac{\mathbf{v}_{j}}{\lambda_{2}-\lambda_{j}} \sum_{p=1}^{n} \sum_{q=1}^{n} v_{p j} v_{q 2} d L_{p q} \\
& =\sum_{p=1}^{n}\left[\left(\sum_{q=1}^{n} v_{q 2} d L_{p q}\right) \cdot\left(\sum_{j=1, j \neq 2}^{n} \frac{v_{p j} \cdot \mathbf{v}_{j}}{\lambda_{2}-\lambda_{j}}\right)\right]=\sum_{p=1}^{n} \beta_{p} \mathbf{u}_{p} \tag{3}
\end{align*}
$$

where $\beta_{p}=\sum_{q=1}^{n} v_{q 2} d L_{p q}$ is a random variable determined by the effect of the perturbation on the Laplacian matrix $L$, and the vector $\mathbf{u}_{p}=\sum_{j=1, j \neq 2}^{n}\left(\frac{v_{p j} \mathbf{v}_{j}}{\lambda_{2}-\lambda_{j}}\right)$ is a constant determined by the eigendecomposition of the Laplacian matrix $L$. Then we have

$$
\begin{equation*}
\mathrm{E}\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2} \approx \mathrm{E}\left\|\sum_{p=1}^{n} \beta_{p} \mathbf{u}_{p}\right\|^{2}=\sum_{p=1}^{n} \mathrm{E}\left\|\beta_{p} \mathbf{u}_{p}\right\|^{2}+2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \mathrm{E}\left(\beta_{i} \mathbf{u}_{i} \cdot \beta_{j} \mathbf{u}_{j}^{T}\right) . \tag{4}
\end{equation*}
$$

In our experimental work we have found that for $i \neq j, \beta_{i} \mathbf{u}_{i}$ is either very weakly correlated with $\beta_{j} \mathbf{u}_{j}$ (i.e., the total sum of all cross terms is typically one or two orders of magnitude less than that of squared term), or negatively correlated with $\beta_{j} \mathbf{u}_{j}$ (i.e., the total sum of all cross terms is less than zero). This empirical evidence suggests the following approximate bound:

$$
\begin{equation*}
\mathrm{E}\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2} \lesssim \sum_{p=1}^{n} \mathrm{E} \beta_{p}^{2} \cdot\left\|\mathbf{u}_{p}\right\|^{2} \tag{5}
\end{equation*}
$$

Examples of the fidelity of this approximation for particular data sets are shown in Fig. 5.
Finally, $\mathrm{E} \beta_{p}^{2}$ is related to $d L_{p q}$, and can be upper bounded by

$$
\begin{equation*}
\mathrm{E} \beta_{p}^{2}=\mathrm{E}\left(\sum_{q=1}^{n} v_{q 2} d L_{p q}\right)^{2} \leq \sum_{i=1}^{n} \sum_{j=1}^{n}\left[v_{i 2} v_{j 2} \cdot \mathrm{E}\left(d L_{p i}\right) \mathrm{E}\left(d L_{p j}\right)+\left|v_{i 2} v_{j 2}\right| \sigma_{p i} \sigma_{p j}\right] \tag{6}
\end{equation*}
$$

where $\sigma_{p i}$ is the variance of $d L_{p i}$.
Remark. Through Eqs. (5) and (6), we can bound the squared norm of the perturbation on the second eigenvector in expectation, which in turn bounds the mis-clustering rate. To compute the bound, we need to estimate the first two moments of $d L$, which we discuss next.

### 3.3 Perturbation on the Laplacian matrix

Let $D$ be the diagonal matrix with $D_{i}=\sum_{j} K_{i j}$. We define the normalized Laplacian matrix as $L=I-D^{-1} K$. Letting $\Delta=\tilde{D}-D$ and $d K=\tilde{K}-K$, we have the following approximation for $d L=\tilde{L}-L$ :

Lemma 2. If perturbation $d K$ is small compared to $K$, then

$$
\begin{equation*}
d L=(1+o(1)) \Delta D^{-2} K-D^{-1} d K \tag{7}
\end{equation*}
$$

Then, element-wise, the first two moments of $d L$ can be estimated as

$$
\begin{align*}
\mathrm{E}(d L) & \approx \mathrm{E}(\Delta) D^{-2} K-D^{-1} \mathrm{E}(d K)  \tag{8}\\
\mathrm{E}\left(d L^{2}\right) & \approx \mathrm{E}\left(\Delta D^{-2} K \circ \Delta D^{-2} K-2 D^{-1} d K \circ \Delta D^{-2} K+D^{-1} d K \circ D^{-1} d K\right) \\
& =\mathrm{E}\left(\Delta^{2}\right) D^{-4} K^{2}+D^{-2} \mathrm{E}\left(d K^{2}\right)-2 \mathrm{E}(\Delta d K) D^{-3} \circ K \tag{9}
\end{align*}
$$

where $\circ$ denotes element-wise product. The quantities needed to estimate $\mathrm{E}(d L)$ and $\mathrm{E}\left(d L^{2}\right)$ can be obtained from moments and correlations among the elements of the similarity matrix $\tilde{K}_{i j}$. In particular, we have

$$
\begin{align*}
\mathrm{E}\left(d K_{i j}\right) & =\mathrm{E}\left(\tilde{K}_{i j}\right)-K_{i j}, \quad \mathrm{E}\left(d K_{i j}\right)^{2}=\mathrm{E} \tilde{K}_{i j}^{2}-2 K_{i j} \mathrm{E}\left(\tilde{K}_{i j}\right)+K_{i j}^{2}  \tag{10}\\
\mathrm{E} \Delta_{i} & =\mathrm{E} \tilde{D}_{i}-D_{i}, \quad \mathrm{E} \tilde{D}_{i}=\sum_{j=1}^{n} \mathrm{E}\left(\tilde{K}_{i j}\right), \quad \mathrm{E} \Delta_{i}^{2}=\mathrm{E} \tilde{D}_{i}^{2}-2 D_{i} \cdot \mathrm{E} \tilde{D}_{i}+D_{i}^{2}  \tag{11}\\
\mathrm{E} \tilde{D}_{i}^{2} & =\mathrm{E}\left(\sum_{j=1}^{n} \tilde{K}_{i j}\right)^{2}=\sum_{j=1}^{n} \mathrm{E} \tilde{K}_{i j}^{2}+2 \sum_{j=1}^{n} \sum_{q=j+1}^{n}\left(\mathrm{E} \tilde{K}_{i j} \mathrm{E} \tilde{K}_{i q}+\rho_{i j q}^{k} \sigma_{i j}^{k} \sigma_{i q}^{k}\right)  \tag{12}\\
\mathrm{E}(\Delta d K)_{i j} & =\mathrm{E}\left(\tilde{D}_{i}-D_{i}\right)\left(\tilde{K}_{i j}-K_{i j}\right)=\mathrm{E}\left(\tilde{D}_{i} \tilde{K}_{i j}\right)-D_{i} \mathrm{E} \tilde{K}_{i j}-K_{i j} \mathrm{E} \Delta_{i} \\
& =\mathrm{E}\left[\tilde{K}_{i j}^{2}+\tilde{K}_{i j}\left(\sum_{q=1, q \neq j}^{n} \tilde{K}_{i q}\right)\right]-D_{i} \mathrm{E} \tilde{K}_{i j}-K_{i j} \mathrm{E} \Delta_{i} \\
& =\mathrm{E} \tilde{K}_{i j}^{2}+\sum_{q=1, q \neq j}^{n}\left(\mathrm{E} \tilde{K}_{i j} \mathrm{E} \tilde{K}_{i q}+\rho_{i j q}^{k} \sigma_{i j}^{k} \sigma_{i q}^{k}\right)-D_{i} \mathrm{E} \tilde{K}_{i j}-K_{i j} \mathrm{E} \Delta_{i}, \tag{13}
\end{align*}
$$

where $\sigma_{i j}^{k}$ is the standard deviation of $\tilde{K}_{i j}$ and $-1 \leq \rho_{i j q}^{k} \leq 1$ is the correlation coefficient between $\tilde{K}_{i j}$ and $\tilde{K}_{i q}$. Estimating all $\rho_{i j q}^{k}$ 's would require an intensive effort. For simplicity, we could set $\rho_{i j q}^{k}$ to 1 in Eq. (12) and to -1 in Eq. (13), and obtain an upper bound for $\mathrm{E}\left(d L^{2}\right)$. This bound could optionally be tightened by using a simulation method to estimate the values of $\rho_{i j q}^{k}$. However, in our experimental work we have found that our results are insensitive to the values of $\rho_{i j q}^{k}$, and setting $\rho_{i j q}^{k}=0.5$ usually achieves good results.

Remark. Eqs. (8)-(13) allow us to estimate (i.e., to upper bound) the first two moments of $d L$ using those of $d K$, which are computed using Eq. (15) or (16) in Section 3.4.

### 3.4 Perturbation on the similarity matrix

The similarity matrix $\tilde{K}$ on perturbed data $\tilde{X}$ is

$$
\begin{equation*}
\tilde{K}_{i j}=\exp \left(-\frac{\left\|\mathbf{x}_{i}-\mathbf{x}_{j}+\epsilon_{i}-\epsilon_{j}\right\|^{2}}{2 \sigma_{k}^{2}}\right) \tag{14}
\end{equation*}
$$

where $\sigma_{k}$ is the kernel bandwidth. Then, given data $X$, the first two moments of $d K_{i j}=\tilde{K}_{i j}-K_{i j}$, the error in the similarity matrix, can be determined by one of the following lemmas.
Lemma 3. Given $X$, if all components of $\epsilon_{i}$ and $\epsilon_{j}$ are i.i.d. Gaussian $N\left(0, \sigma^{2}\right)$, then

$$
\begin{equation*}
\mathrm{E}\left(\tilde{K}_{i j}\right)=M_{i j}\left(-\frac{\sigma^{2}}{\sigma_{k}^{2}}\right), \quad \mathrm{E}\left(\tilde{K}_{i j}^{2}\right)=M_{i j}\left(-\frac{2 \sigma^{2}}{\sigma_{k}^{2}}\right) \tag{15}
\end{equation*}
$$

where $M_{i j}(t)=\left[\exp \left(\frac{\lambda_{i j} t}{1-2 t}\right) /(1-2 t)^{d / 2}\right]$, and $\lambda_{i j}=\left(\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2} / 2 \sigma^{2}\right)$.


Figure 6: Synthetic data sets illustrated in two dimensions.
Lemma 4. Under Assumption A, given $X$ and for large values of the dimension d, the first two moments of $\tilde{K}_{i j}$ can be computed approximately as follows:

$$
\begin{equation*}
\mathrm{E}\left(\tilde{K}_{i j}\right)=M_{i j}\left(-\frac{1}{2 \sigma_{k}^{2}}\right), \quad \mathrm{E}\left(\tilde{K}_{i j}^{2}\right)=M_{i j}\left(-\frac{1}{\sigma_{k}^{2}}\right) \tag{16}
\end{equation*}
$$

where $M_{i j}(t)=\exp \left[\left(\lambda_{i j}+2 d \sigma^{2}\right) t+\left(d \mu^{4}+d \sigma^{4}+4 \sigma^{2} \lambda_{i j}^{2}\right) t^{2}\right]$, and $\lambda_{i j}=\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2}$.
Remark. (i) Given data perturbation error $\sigma$, kernel bandwidth $\sigma_{k}$ and data $X$, the first two moments of $d K_{i j}$ can be estimated directly using (15) or (16). (ii) Through Eqs. (1)-(16), we have established a relationship between the mis-clustering rate $\eta$ and the data perturbation magnitude $\sigma$. By inverting this relationship (e.g., using binary search), we can determine a $\sigma^{*}$ for a given $\eta^{*}$.

## 4 Evaluation

In this section we present an empirical evaluation of our analysis on 3 synthetic data sets (see Fig. 6) and 6 real data sets from the UCI repository [14]. The data domains are diverse, including image, medicine, agriculture, etc., and the different data sets impose different difficulty levels on the underlying spectral clustering algorithm, demonstrating the wide applicability of our analysis.
In the experiments, we use data quantization as the perturbation scheme to evaluate the upper bound provided by our analysis on the clustering error. Fig. 7 plots the mis-clustering rate and the upper bound for data sets subject to varying degrees of quantization. As expected, the mis-clustering rate increases as one decreases the number of quantization bits. We find that the error bounds are remarkably tight, which validate the assumptions we make in the analysis. It is also interesting to note that even when using as few as 3-4 bits, the clustering degrades very little in both real error and as assessed by our bound. The effectiveness of our bound should allow the practitioner to determine the right amount of quantization given a permitted loss in clustering performance.

## 5 Conclusion

In this paper, we proposed a theoretical analysis of the clustering error for spectral clustering in the face of stochastic perturbations. Our experimental evaluation has provided support for the assumptions made in the analysis, showing that the bound is tight under conditions of practical interest. We believe that our work, which provides an analytical relationship between the mis-clustering rate and the variance of the perturbation, constitutes a critical step towards enabling a large class of applications that seek to perform clustering of objects, machines, data, etc in a distributed environment. Many networks are bandwidth constrained, and our methods can guide the process of data thinning so as to limit the amount of data transmitted through the network for the purpose of clustering.
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## 6 Appendix

In this Appendix we provide more detailed analyses and proofs that are omited in the main body of the paper due to space limitation.

Some heuristics on assumption B3 It is difficult to show that assumption B3 is valid under very general conditions. To gain insight, we here show its validity in the case where the original similarity matrix has the following block-diagonal structure (assuming there are two clusters with sizes $p$ and $q$, respectively):

$$
P_{0}=\left[\begin{array}{ll}
1_{p \times p} & 0_{p \times q} \\
0_{q \times p} & 1_{q \times q}
\end{array}\right],
$$

where $1_{p \times p}, 1_{q \times q}$ denote matrices with all elements 1 , and $0_{p \times q}, 0_{q \times p}$ denote matrices with all elements 0 . This is the case where points in the same cluster have perfect affinity and points from different clusters have no affinity.

We further assume the perturbed similarity matrix is given by

$$
P_{\epsilon}=\left[\begin{array}{cc}
1_{p \times p} & U(\tilde{0}, \epsilon) \\
U(\tilde{0}, \epsilon)^{T} & 1_{q \times q}
\end{array}\right],
$$

where $U(\tilde{0}, \epsilon)$ denotes a $p \times q$ matrix with elements generated i.i.d. according to some distribution $\mathbb{P}$ (e.g., uniform distribution) on interval $[0, \epsilon]$, with $\epsilon$ being a small constant. This model has been studied recently in [15], which obtains the following result for the unnormalized second eigenvector $\tilde{\mathbf{v}}_{2}$ of the Laplacian matrix of $P_{\epsilon}$ :

Proposition 5. Assuming all elements $\epsilon_{i j}$ in matrix $P_{\epsilon}$ are i.i.d. uniform over interval $[0, \epsilon]$ for some constant $\epsilon=o\left(\frac{1}{p+q}\right)$, and $\frac{p}{q} \rightarrow \alpha$ for some constant $\alpha$ when $p$ and $q$ grow. Then when $p$ and $q$ grow, the following holds

$$
\tilde{v}_{2 k}= \begin{cases}1-(1+\gamma) p^{2}\left[\frac{\epsilon_{k .}}{p+\epsilon_{k}}-\mathbb{E} \frac{\epsilon_{1 .}}{p+\epsilon_{1 .}}\right]+R_{k, p, q} & k=1, \ldots, p-1 \\ 1-(1+\gamma)(p-1)\left[\frac{\epsilon_{p} .}{p+\epsilon_{p .}}-\mathbb{E} \frac{\epsilon_{1 .}}{p+\epsilon_{1 .}}\right]+R_{p, p, q} & k=p \\ -\gamma+(1+\gamma) q^{2}\left[\frac{\epsilon_{.(k-p)}}{\left.q+\epsilon_{.(k-p)}-\mathbb{E} \frac{\epsilon_{1}}{q+\epsilon_{.1}}\right]+R_{k, p, q}}\right. & k=p+1, \ldots, p+q-1 \\ -\gamma+(1+\gamma)(q-1)\left[\frac{\epsilon . q}{q+\epsilon_{. q}}-\mathbb{E} \frac{\epsilon_{1}}{q+\epsilon_{.1}}\right]+R_{p+q, p, q} & k=p+q\end{cases}
$$

where $\tilde{v}_{2 k}$ denotes the $k^{\text {th }}$ component of eigenvector $\tilde{\mathbf{v}}_{2}, \gamma$ is a constant, $\epsilon_{i}=\sum_{j=1}^{q} \epsilon_{i j}, i=1, \ldots, p$, and $\epsilon_{. j}=\sum_{i=1}^{p} \epsilon_{i j}, j=1, \ldots, q, R_{k, p, q}$ 's are remainders with $\max _{1 \leq k \leq p+q}\left|R_{k, p, q}\right|=o_{p}(1)$.
From Proposition 5, we can easily see that excluding the $p^{t h}$ and the $(p+q)^{t h}$ components, all other components in $\tilde{\mathbf{v}}_{2}$ that belong to the same clusters follow the same distribution, up to a first order approximation (in the sense of the general matrix perturbation theory). Moreover, since the second eigenvector $\mathbf{v}_{2}$ of the Laplacian matrix of $P_{0}$ is piecewise constant, it immediately follows that the individual perturbations are uncorrelated with their initial values.

Proof of Proposition 1 We use the notation introduced earlier in Section 3.1, and introduce additional notation in Fig. 8. Recall that $a$ and $b$ denote the sets of elements in $\mathbf{v}_{2}$ corresponding to two clusters under consideration, and similarly for $a^{\prime}$ and $b^{\prime}$ in $\tilde{\mathbf{v}}_{2}$. Let $m$ denote the total number of missed clusterings: $m=m_{-}+m_{+}$, where $m_{-}$denotes the number of cluster flippings of $a \rightarrow b^{\prime}$, and $m_{+}$the number of flippings of $b \rightarrow a^{\prime}$. As an abuse of notation, we also use $a, b, a^{\prime}, b^{\prime}$ to denote the mean of element values in the corresponding set in $\mathbf{v}_{2}$ and $\tilde{\mathbf{v}}_{2}$, respectively. Referring to the value $\delta^{2}$ as the "energy," we aim to determine the maximum number of flippings $m$ (i.e., missed clusterings) for any (randomly) given energy $\delta^{2}$; this yields an upper bound for $\eta$.

Let $A_{1}, \ldots, A_{k_{1}}$ and $B_{1}, \ldots, B_{k_{2}}$ denote the zero mean fluctuations around $a$ and $b$, respectively, and let $U_{1}, \ldots, U_{k_{1}-m_{-}}$and $V_{1}, \ldots, V_{k_{2}-m_{+}}$denote the zero mean fluctuations around $a^{\prime}$ and $b^{\prime}$, respectively. Let variables $Y_{1}, \ldots, Y_{m_{-}} \geq 0$ denote the long-range (random) jumps from $a$ to $b^{\prime}$ for
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Figure 8: Notation in the Proof of Proposition 1.

$$
\begin{align*}
& \operatorname{maximize} \quad m=m_{+}+m_{-} \\
& \text {subject to: } \\
& \sum_{i=1}^{k_{1}}\left(a+A_{i}\right)^{2}+\sum_{j=1}^{k_{1}}\left(b+B_{j}\right)^{2}=1  \tag{17}\\
& \sum_{i=1}^{k_{1}-m_{-}}\left(a^{\prime}+U_{i}\right)^{2}+\sum_{j=1}^{k_{2}-m_{+}}\left(b^{\prime}+V_{j}\right)^{2}+\sum_{i=1}^{m_{-}}\left(a+A_{i}-Y_{i}\right)^{2}+\sum_{j=1}^{m_{+}}\left(b+B_{j}+Z_{j}\right)^{2}=1  \tag{18}\\
& \sum_{i=1}^{k_{1}-m_{-}}\left(a+A_{i}-a^{\prime}-U_{i}\right)^{2}+\sum_{j=1}^{k_{2}-m_{+}}\left(b+B_{j}-b^{\prime}-V_{j}\right)^{2}+\sum_{i=1}^{m_{-}} Y_{i}^{2}+\sum_{j=1}^{m_{+}} Z_{j}^{2}=\delta^{2} \tag{19}
\end{align*}
$$

Figure 9: The optimization problem for mis-clustering rate.
elements in set $a \rightarrow b^{\prime}$, and let $Z_{1}, \ldots, Z_{m_{+}} \geq 0$ for elements in set $b \rightarrow a^{\prime}$; Apparently, we have $Z_{j}=a^{\prime}+U_{j}-b-B_{j}$. We have the optimization problem described in Fig. 9 for the maximum number of mis-clusterings $m$. In the constraints, Eqs. (17) and (18) refer to the unit length of $\mathbf{v}_{2}$ and $\tilde{\mathbf{v}}_{2}$, respectively; and Eq. (19) refers to the total energy constraint.

Without loss of generality we consider the case described in Fig. 8 with $a, a^{\prime}>0, b, b^{\prime} \leq 0$, and $\left(a^{\prime}-b\right)^{2}<\left(a-b^{\prime}\right)^{2}$. Due to symmetry, the same argument follows when we consider the other cases. According to assumption B 3 , we have $\mathrm{E} Y_{i}=a-b^{\prime}$ and $\mathrm{E} Z_{j}=a^{\prime}-b$, for all $i$ and $j$. By working with expectations, we have

$$
\begin{aligned}
& \mathrm{E} Y_{1}^{2}+\ldots+\mathrm{E} Y_{m_{-}}^{2} \geq \frac{1}{m_{-}}\left(\mathrm{E} Y_{1}+\ldots+\mathrm{E} Y_{m_{-}}\right)^{2}=m_{-}\left(a-b^{\prime}\right)^{2} \\
& \mathrm{E} Z_{1}^{2}+\ldots+\mathrm{E} Z_{m_{+}}^{2} \geq \frac{1}{m_{+}}\left(\mathrm{E} Z_{1}+\ldots+\mathrm{E} Z_{m_{Z} Z+}\right)^{2}=m_{+}\left(a^{\prime}-b\right)^{2}
\end{aligned}
$$

Summing and substituting into Eq. (19), we get

$$
\begin{equation*}
m_{+}\left(a^{\prime}-b\right)^{2}+m_{-}\left(a-b^{\prime}\right)^{2} \leq \mathrm{E} \sum_{i=1}^{m_{-}} Y_{i}^{2}+\mathrm{E} \sum_{j=1}^{m_{+}} Z_{j}^{2} \leq \delta^{2} \tag{20}
\end{equation*}
$$

To maximize the objective function $m=m_{-}+m_{-}$given (20) and given $\left(a^{\prime}-b\right)^{2}<\left(a-b^{\prime}\right)^{2}$, we should set $m_{-}=0$ and $m=m_{+}$. This turns (20) into $m\left(a^{\prime}-b\right)^{2} \leq \delta^{2}$, under which $m$ achieves its maximum when $b=0$.

Let $\sigma_{Z}^{2}$ denote the variance of $Z_{i}$, which may depend on $m$ or $n$. The following arguments allow us to assume that $a^{\prime 2}=b^{2}+\mathrm{E} V_{1}^{2}-\sigma_{Z}^{2}-\mathrm{E} B_{1}^{2}$. The results $b=0$ and $m=m_{+}$simplify Eq. (18) into

$$
\begin{equation*}
\sum_{i=1}^{k_{1}}\left(a^{\prime}+U_{i}\right)^{2}+\sum_{j=1}^{k_{2}-m}\left(b^{\prime}+V_{j}\right)^{2}+\sum_{j=1}^{m}\left(B_{j}+Z_{j}\right)^{2}=1 \tag{21}
\end{equation*}
$$

Taking expectation on both sides and using the assumptions that the $U_{i}$ are identically distributed with zero mean, as are the $V_{j}$, we get

$$
\begin{equation*}
k_{1} a^{\prime 2}+k_{1} \mathrm{E} U_{1}^{2}+\left(k_{2}-m\right) b^{2}+\left(k_{2}-m\right) \mathrm{E} V_{1}^{2}+m\left(a^{\prime 2}+\sigma_{Z}^{2}\right)=1 \tag{22}
\end{equation*}
$$

which implies that $\sigma_{Z}^{2} \leq \frac{1}{m}$. Hence we can assume that $\sigma_{Z}^{2}=\frac{\beta}{m}$ for some $0 \leq \beta \leq 1$. Setting $b^{\prime 2}=a^{\prime 2}-\mathrm{E} V_{1}^{2}+\sigma_{Z}^{2}+\mathrm{E} B_{1}^{2}$ in Eq. (22) effectively disables this constraint for $m$, and Eq. (22) becomes:

$$
k_{1} a^{\prime 2}+k_{1} \mathrm{E} U_{1}^{2}+k_{2} b^{\prime 2}+k_{2} \mathrm{E} V_{1}^{2}=1
$$

Substituting $b^{\prime 2}=a^{\prime 2}-\mathrm{E} V_{1}^{2}+\sigma_{Z}^{2}+\mathrm{E} B_{1}^{2}$ into this equation, we obtain

$$
k_{1} a^{\prime 2}+k_{1} \mathrm{E} U_{1}^{2}+k_{2}\left(a^{\prime 2}-\mathrm{E} V_{1}^{2}+\sigma_{Z}^{2}\right)+k_{2} \mathrm{E} V_{1}^{2}=n a^{\prime 2}+k_{2} \sigma_{Z}^{2}+k_{1} \mathrm{E} U_{1}^{2}=1
$$

from which we obtain

$$
\begin{equation*}
n a^{\prime 2}=1-k_{1} \mathrm{E} U_{1}^{2}-\frac{k_{2} \beta}{m}-k_{2} \mathrm{E} B_{1}^{2} \tag{23}
\end{equation*}
$$

Using $b=0$ and $m=m_{+}$also simplifies Eq. (19), which becomes:

$$
\sum_{i=1}^{k_{1}}\left(a+A_{i}-a^{\prime}-U_{i}\right)^{2}+\sum_{j=1}^{k_{2}-m}\left(B_{j}-b^{\prime}-V_{j}\right)^{2}+\sum_{j=1}^{m}\left(a^{\prime}-B_{j}+U_{j}\right)^{2}=\delta^{2}
$$

Taking expectation on both sides yields

$$
k_{1}\left(\left(a-a^{\prime}\right)^{2}+\mathrm{E} A_{1}^{2}\right)+k_{1} \mathrm{E} U_{1}^{2}+k_{2} \mathrm{E} B_{1}^{2}+\left(k_{2}-m\right)\left(b^{\prime 2}+\mathrm{E} V_{1}^{2}\right)+m\left(a^{\prime 2}+\mathrm{E} U_{1}^{2}\right)=\delta^{2}
$$

implying

$$
\begin{align*}
k_{1} \mathrm{E} U_{1}^{2}+k_{2} \mathrm{E} B_{1}^{2} & \leq \delta^{2}-\beta-m a^{\prime 2}  \tag{24}\\
(n-m) a^{\prime 2} & \leq \frac{(n-m)\left(\delta^{2}-\beta\right)}{m} \tag{25}
\end{align*}
$$

Substituting (24) into (23) and combining with (25), we get

$$
1-\delta^{2}+\beta-\frac{k_{2}}{m} \beta \leq(n-m) a^{\prime 2} \leq \frac{(n-m)\left(\delta^{2}-\beta\right)}{m}
$$

Rearranging terms we have

$$
\begin{aligned}
m & \leq n \delta^{2}-n \beta+k_{2} \beta \leq n \delta^{2} \\
\eta=\frac{m}{n} & \leq \delta^{2}=\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}
\end{aligned}
$$

When $\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}$ is small, and if we further assume that all components of $\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}$ are independent, then $\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}$ is highly concentrated around its mean asymptotically in the number of data points. In this case we obtain $\eta \leq\left(1+o_{p}(1)\right) \mathrm{E}\left\|\tilde{\mathbf{v}}_{2}-\mathbf{v}_{2}\right\|^{2}$.

Proof of Lemma 2 For the perturbation on the Laplacian matrix, we have

$$
\begin{equation*}
d L=I-(D+\Delta)^{-1}(K+d K)-I+D^{-1} K \tag{26}
\end{equation*}
$$

Because the perturbation $d K$ is small comparing to $K$, so is $\Delta$ comparing to $D$, and $\Delta D^{-1}$ is small. Using Taylor expansion for function $G(X)=(I+X)^{-1}$ around $X=0_{n \times n}$, we have

$$
\left(I+\Delta D^{-1}\right)^{-1}=I-\Delta D^{-1}+O\left(\left(\Delta D^{-1}\right)^{2}\right)
$$

Substituting it into Eq. (26), we get

$$
\begin{aligned}
d L & =-\left[I-\Delta D^{-1}+O\left((\Delta D)^{-2}\right)\right] D^{-1}(K+d K)+D^{-1} K \\
& =-D^{-1}(K+d K)+\Delta D^{-2}(K+d K)-O\left((\Delta D)^{-2}\right) D^{-1}(K+d K)+D^{-1} K \\
& =(1+o(1)) \Delta D^{-2} K-D^{-1} d K
\end{aligned}
$$

Proof of Lemma 3 Let $S_{i j}:=\left\|\mathbf{x}_{i}-\mathbf{x}_{j}+\epsilon_{i}-\epsilon_{j}\right\|^{2}$. For $i=j$, the result holds trivially. For $i \neq j$ and given $X,\left(S_{i j} / 2 \sigma^{2}\right)$ follows a non-central chi-square distribution with parameter $\left(d, \lambda_{i j}\right)$, where $\lambda_{i j}=\left(\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2} / 2 \sigma^{2}\right)$. The mean is $d+\lambda_{i j}$, the variance is $2\left(d+2 \lambda_{i j}\right)$, and the moment generating function is $M_{i j}(t)=\left[\exp \left(\frac{\lambda_{i j} t}{1-2 t}\right) /(1-2 t)^{d / 2}\right] . \tilde{K}_{i j}$ is an exponential function of the non-central chi-square random variable $\left(S_{i j} / 2 \sigma^{2}\right)$, so the first two moments of $\tilde{K}_{i j}$ can be computed using the moment generating function $M_{i j}(t)$, which gives the results in Eq.(15) in the main paper.

Proof of Lemma 4 Let $S_{i j}:=\left\|\mathbf{x}_{i}-\mathbf{x}_{j}+\epsilon_{i}-\epsilon_{j}\right\|^{2}$. For $i=j$, the result holds trivially. For $i \neq j, S_{i j}$ is the sum of $d$ (the dimension of $X$ ) independent variables, and approximately follows a Gaussian distribution for large $d$. We only need to work out its mean and variance. Let $\lambda_{i j}:=\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|^{2}$. Given input data $X$, we have

$$
\begin{aligned}
\mathrm{E} S_{i j} & =\mathrm{E}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}+\epsilon_{i}-\epsilon_{j}\right\|^{2}=\sum_{p=1}^{d}\left[\left(X_{i}^{(p)}-X_{j}^{(p)}\right)^{2}+2 \sigma^{2}\right]=\lambda_{i j}+2 d \sigma^{2} \\
\mathrm{E} S_{i j}^{2} & =\sum_{p=1}^{d} \sum_{q=1}^{d} \mathrm{E}\left[X_{i}^{(p)}-X_{j}^{(p)}+\epsilon_{i}^{(p)}-\epsilon_{j}^{(p)}\right]^{2} \cdot\left[X_{i}^{(q)}-X_{j}^{(q)}+\epsilon_{i}^{(q)}-\epsilon_{j}^{(q)}\right]^{2} \\
& =\lambda_{i j}^{4}+4\left(d^{2}-d\right) \sigma^{4}+d\left(2 \mu^{4}+6 \sigma^{4}\right)+8 \sigma^{2} \lambda_{i j}^{2}+4 d \sigma^{2} \lambda_{i j}^{2} \\
\operatorname{Var}\left(S_{i j}\right) & =\mathrm{E} S_{i j}^{2}-\left(\mathrm{E} S_{i j}\right)^{2}=2 d \mu^{4}+2 d \sigma^{4}+8 \sigma^{2} \lambda_{i j}^{2} .
\end{aligned}
$$

So using the moment-generating function, we obtain the following asymptotic results [16]:

$$
\begin{aligned}
& \mathrm{E}\left(\tilde{K}_{i j}\right)=\mathrm{E}\left(\exp \left(-\frac{S_{i j}}{2 \sigma_{k}^{2}}\right)\right)=M_{i j}\left(-\frac{1}{2 \sigma_{k}^{2}}\right) \\
& \mathrm{E}\left(\tilde{K}_{i j}^{2}\right)=\mathrm{E}\left(\exp \left(-\frac{S_{i j}}{\sigma_{k}^{2}}\right)\right)=M_{i j}\left(-\frac{1}{\sigma_{k}^{2}}\right)
\end{aligned}
$$

which completes the proof.

