Automated Decision
Making Comes of Age

or decades, futurists have anticipated the day when computers would
F relieve managers and professionals of the need to make certain types of
decisions.! Computer programs would analyze data and make sound judg-
ments on such matters as how to configure a complex computer, how to diag-
nose and treat a patient’s illness or how to know when to stir a big vat of soup
with little or no human help. But automated decision making has been slow to
materialize. Many early artificial intelligence applications were just solutions
looking for problems, contributing little to improved organizational perform-
ance.” In medicine, for example, doctors showed little interest in having
machines diagnose their patients’ diseases. In the business sector, even when
expert systems were directed at real issues, extracting the right kind of special-
ized knowledge from seasoned decision makers and maintaining it over time
proved to be more difficult than anticipated.

Even though the need for automated decision systems was recognized, full-
blown decision-making systems were seen as impractical for use in business.
So, during the 1970s, managers began to address this need by employing intel- After decades of antici-
ligence augmentation tools that provided managers and analysts with “deci-

sion support.”® The idea was for the support system to help managers report, pation, the promise of

analyze and interpret data as opposed to actually making the business deci- automated decision-
sions. Although some decision support tools offered the potential for sophis-

ticated statistical insight into business problems, they generally required making systems is finally
skilled users to direct their use. The tools were usually not integrated with _ o
business applications. As a result, managers used them to help make decisions becoming a reality in a
ancl. t'hen, if computers could help, used separate anlicatiuns to carry out the variety of industries.
decisions. For these and other reasons, such tools didn’t catch on — not nearly
to the extent that more transactional software applications, such as enterprise
resource-planning systems, did. Thomas H. Davenport

The reluctance on the part of executives to embrace decision-support tools
during the 1970s and 1980s was not surprising. Just as doctors didn’t want to and Jeanne G. Harris
hand off the job of diagnosing their patients, executives were fundamentally
wary of the notion that complex management decisions could be reduced to a
set of rules or variables. In addition, many decision-support systems are com-
plicated to use and difficult to maintain. Because few people in organizations
could be sufficiently trained to use the systems, their use was limited to highly

quantitative areas such as measuring the effectiveness of promotion pricing.
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Despite these earlier obstacles, automated decision making is
finally coming of age. The new generation of applications, how-
ever, differs from prior decision-support systems in several impor-
tant respects. To begin with, the new systems are easier to create
and manage than earlier ones, which leaned heavily on the exper-
tise of knowledge engineers. What’s more, the new applications do
not require anyone to identify the problems or to initiate the analy-
sis. Indeed, decision-making capabilities are embedded into the

normal flow of work, and they are typically triggered without
human intervention: They sense online data or conditions, apply
codified knowledge or logic and make decisions — all with mini-
mal amounts of human intervention. And finally, unlike earlier
systems, the new ones are configured to translate decisions into
action quickly, accurately and efficiently. (See “Automated Decision
Technologies.”) This is not to suggest that there is no role for peo-
ple. Managers still need to be involved in reviewing and confirm-
ing decisions and, in exceptional cases, in making the actual
decisions. Also, even the most automated systems rely on experts
and managers to create and maintain rules and monitor the results.

New interest in automated decision-making systems is being
fed not only by changes in technology but also by evolving busi-
ness needs. (See “Why Automated Decisions Now?” p. 87.)
Today’s applications can help businesses generate decisions that
are more consistent than those made by people, and they can help
managers move quickly from insight to decision to action. More-
over, they can potentially help companies reduce labor costs,
leverage scarce expertise, improve quality, enforce policies and
respond more quickly to customers.

As automating more decisions becomes possible, it is increas-
ingly important for executives, knowledge workers and organiza-
tions to think about which decisions have to be made by people
and which can be computerized. How companies respond will

About the Research

To understand how businesses apply automated decision-
making systems, we studied companies in banking, insur-
ance, travel and transportation, where such systems are
most common. We also studied companies in industries
where systems are emerging, such as health care, utilities
| and agriculture. In addition to interviewing people in 19
organizations who have implemented such systems, we
interviewed managers from several software vendors, as
well as Accenture consultants who provide or work with
these systems. Finally, we analyzed more than 50 examples
of automated decisions from these sources, studied sec-
ondary literature and analyzed Accenture’s experience to
determine the types of decisions that have been success-
fully automated.
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influence how successful they are at leveraging information
workers and will, in turn, shape the future performance of their
organizations.

Applying Automated Decision Making

Today’s automated decision systems are best suited for decisions
that must be made frequently and rapidly, using information that
is available electronically. The knowledge and decision criteria
used in these systems need to be highly structured, and the fac-
tors that must be taken into account must be well understood. If
experts can readily codify the decision rules and if high-quality
data are available, the conditions are ripe for automating the
decision.* Bank credit decisions are a good example: They are
repetitive, susceptible to uniform criteria and can be made by
drawing on the vast supply of consumer credit data that are avail-
able. A decision about whom to hire as CEO, by contrast, would
be a poor choice. It occurs only rarely, and different observers are
apt to apply their own criteria, such as personal chemistry, which
cannot be easily captured in a computer model.

Still, there are some types of decisions that, although infre-
quently made, lend themselves well to automation — particularly
cases where decision speed is crucial. For example, in the electri-
cal energy grid, quick and accurate shut-off decisions on the
regional level are essential to averting a systemwide failure. The
value of this rapid response capability was clearly demonstrated
during the summer of 2003, when automated systems in some
regions of the United States were able to respond quickly to power
surges to their networks by shutting off or redirecting power to
neighboring lines with spare capacity. It is also evident in some of
today’s most advanced emergency response systems, which can
quickly decide how to coordinate victims, ambulances and emer-
gency rooms across a city in the event of a major disaster.

By studying automated decision-making systems in industries
that include banking, insurance, travel and transportation, we
have found that automated decision applications are being used
effectively to generate useful solutions in a number of different
business areas. (See “About the Research.”)

Solution Configuration One of the earliest applications of auto-
mated decision technologies was product configuration (for exam-
ple, allowing customers to specify exactly which features they
wanted to have built into their new computer). Increasingly, this
approach is being used in services. The most successful automated
programs don’t produce a simple solution; rather, they select the
best or most appropriate solution based on a set of variables (rules,
data and complex relationships) that can be difficult to reconcile
manually. A cellular phone operator, for example, may have a
dozen different service plans; the role of the automated program is
to find the one that’s appropriate for the specific customer. The sys-
tem has the ability to weigh a variety of customer attributes in real



time (including the customer’s online credit history) and present
an offer during a call or Web session that can result in profitability
for the company and satisfaction for the customer.

Yield Optimization For years, the airlines have used automated
decision-making applications to set pricing based on seat avail-
ability and the hour or day of purchase. The most sophisticated
yield-management systems can incorporate other factors, such as
customer loyalty and lifetime value, into their decisions. Like-
wise, manufacturing, logistics and transportation companies,
such as United Parcel Service of America Inc., have adopted their
own applications to improve their operating efficiency. Increas-
ingly, managers in industries that include retailing, entertain-
ment and rental housing are experimenting with variable-pricing
models in an effort to optimize their financial performance.

Routing or Segmentation Decisions Some companies have been able
to achieve significant productivity improvements by designing
automated filters for sorting cases or transactions. For example,
In response to service backlogs, an insurance company estab-
lished “priority lanes” (much like a grocery store) to handle the
most straightforward insurance claims and those of regular cus-
tomers with good profiles (even when some information is miss-
ing). Based on this approach, the firm increased its “no touch”
rate (cases it can resolve without person-to-person contact) by
10%. Hospitals take advantage of similar systems in managing

the volume and diversity of patients in emergency rooms.

Corporate and Regulatory Compliance Many routine policy deci-
sions, such as determining whether someone qualifies for insur-
ance benefits, are time-consuming and technical (even if the
decisions themselves are not inherently difficult to make). Never-
theless, it’s essential that the rules be applied consistently. In the
home mortgage industry in the United States, this is especially
important. Lenders need to be able to identify and process loans
that conform to the requirements of the secondary market, and if
they are able to accomplish this efficiently they save on cost.

Fraud Detection Credit card companies and government agencies,
such as the Internal Revenue Service and the U.S. Securities and
Exchange Commission, employ some level of automated screen-
ing to identify fraud. As new regulatory requirements come into
effect in the United States, such as the Sarbanes-Oxley Act and the
Basel II capital accord for banking, more and more companies are
likely to seek out improved systems for detecting possible fraud.

Dynamic Forecasting [n recent years, manufacturers have increas-
ingly assumed responsibility for maintaining inventory levels
for their customers. Despite the potential operating advantages,

it places manufacturers at significant risk. By further automat-

ing demand forecasting, companies are able to align their cus-
tomers forecasts more closely with their own manufacturing
and sales plans.

Operational Control Some automated decision systems are pro-
grammed to sense changes in the physical environment (for
example, the power supply, temperature or rainfall) and respond
rapidly on the basis of rules or algorithms. The systems designed
to circumvent power outages, as noted in the 2003 example

Automated Decision Technologies

Today's automated decision applications draw from a vari-
ety of component technologies. They include

RULE ENGINES process a series of business rules that use
conditional statements to address logical questions (for
example: “If the applicant for a motorcycle insurance pol-
icy is male and under 25 and does not either own his own
home or have a graduate degree, do not issue a policy”).
Key vendors: ILog (with headquarters in California, France
and Singapore), Pegasystems (based in Cambridge, Massa-
chusetts) and Fair Isaac (based in Minneapolis, Minnesota).

INDUSTRY-SPECIFIC PACKAGES make automated decisions
for questions faced by companies in a particular industry.
Key vendors: CSC Continuum in insurance (based in El
Segundo, California) and LendingTree (based in Charlotte,
North Carolina) in consumer finance.

STATISTICAL OR NUMERIC ALGORITHMS process quantita-
tive data to arrive at an optimal target, such as a price or a
loan amount. Key vendors: SAS (based in Cary, North Caro-
lina) and SPSS (based in Chicago, lllinois).

WORKFLOW APPLICATIONS are software programs that
enable information-intensive business processes, such as
mortgage processing; after a decision is made by a rules
engine, the workflow system moves the rest of the case or
file through the required steps, which may include routing
it for approvals, printing it and notifying all stakeholders.
Key vendors: Documentum (based in Pleasanton, Califor-
nia) and FileNet Corp. (based in Costa Mesa, California).

ENTERPRISE SYSTEMS are software applications that auto-
mate, connect and manage information flows and transac-
tion processes in complex organizations. They may use
automated decision technology for specific functions (for
example, supply chain optimization). Key vendors: SAP
(based in Walldorf, Germany) and Oracle (based in Red-
wood Shores, California).
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above, would fall into this category. But there are many more,
including advanced systems used by farmers, which can monitor
agricultural growing conditions and take appropriate action.

Developing Industry Applications
The transportation industry was one of the first to employ auto-
mated decision making on a large scale.” After being used initially
by airlines to optimize seat pricing, decision-making technology
has since been applied to a variety of areas, including flight
scheduling and crew and airport staff scheduling. Yield-manage-
ment programs have also been adopted in related businesses,
such as lodging. For example, Harrah’s Entertainment Inc., the
world’s largest casino operator, makes several million dollars a
month in incremental revenue by optimizing room rates at its
hotels and by offering different rates to members of its loyalty
program based on projected demand. The use of yield-manage-
ment systems for hotel room pricing is common, but combining
it with loyalty management programs is unusual. The combina-
tion ensures that the best customers get the best prices and, in
turn, these customers will reward the company with their loyalty.

Among the other early adopters have been investment firms,
which have relied upon decision-making technology extensively
for program trading and arbitrage. Although these applications
continue to be used, much of the recent activity within the finan-
cial industry has revolved around
creating new applications aimed at
finding good banking and insur-
ance customers and serving their
needs. The widespread availability
of online credit information and
financial history, the need for dif-
ferentiation through rapid cus-
tomer service and the rapid

Even when fully

growth of online financial services

providers have led to increases in a“tomaﬁng a
automated decisions. In banking, E s
real-time mortgage and secured dEI:ISIOII process
lending decisions are becomin . ‘
t:nmrn*m"nr:i:.ﬁh For example, Lendin; 1S pGSSIhIE,
Tree, based in Charlotte, North i
Carolina, uses automated decision ﬁd"ﬂa”, Iegal
making for two purposes: to or ethical iSSlIeS
decide which of its participatin . .
banks is most likelf to isiue i may Sh“ require
mortgage to a customer; and to a respo“sihle
offer the customer mortgage deals
within a few minutes, using either person to play
the banks’ technologies or its own. ‘

an active role.

As intermediaries such as
LendingTree become more widely
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accepted, lenders are forced to be more highly automated and are
implementing automated decision engines to help them remain
competitive. Consider the rapid development of DeepGreen
Financial in Cleveland, Ohio, which was created from the ground
up to make use of automated decision technology. DeepGreen
originates loans in 46 states through its Web site and through
partnerships with LendingTree, priceline.com and MortgagelT.
com, based in New York City. It also offers home equity lending
services for mortgage brokers and private-label or cobranded
home equity lending technology and fulfillment services. Since its
inception in 2000, DeepGreen’s Internet technology has been used
to process more than 325,000 applications and originate more
than $4.4 billion of home equity lines of credit, according to Jerry
Selitto, the bank’s founding chief executive officer.

DeepGreen created an Internet-based system that makes
credit decisions within minutes by skimming off the customers
with the best credit, enabling just eight employees to process
some 400 applications a day. Instead of competing on the basis of
interest rates, DeepGreen’s drawing card is ease of application
and speedy approval. The company provides nearly instanta-
neous, unconditional decisions without requiring traditional
appraisals or upfront paperwork from borrowers. Customers can
complete the application within five minutes, at which point the
automated process begins: A credit report is pulled, the credit is
scored, a property valuation is completed using online data, con-
firmations are made concerning fraud and flood insurance and a
final decision is made on the loan. In about 80% of the cases, cus-
tomers receive a final decision within two minutes. (In some
cases, DeepGreen is only able to offer a conditional commitment
because some of the information — usually the valuation — is
not available online.) After approval, the system selects a notary
public located near the customer’s home and the customer
chooses a closing date. All the loan documents are automatically
generated and express-mailed to the notary.’

DeepGreen’s competitive strategy is driven by the convergence
of several factors. At its core, it relies on the advancement of ana-
lytic and rule-based technologies without which the business
would not be possible. It also leverages the bank’s deep under-
standing of changing market conditions and pricing dynamics.
Together with DeepGreen’s extensive use of online information,
these factors enable the company to tailor loan terms to the needs
of individual borrowers. Moreover, the company’s focus on high-
end customers makes it possible to offer speed, service and con-
venience. Credit decisions involving affluent, low-risk borrowers
are relatively easy to make. Finally, high-end borrowers tend to be
Internet-savvy; if you build an online service that meets their
specific needs, they will come.

The insurance industry is making extensive use of automated
decision making as well, allowing underwriters to save signifi-
cantly on cost.® The use of rule-based technology in underwriting



Why Automated Decisions Now?

Decision technology, artificial intelligence, data mining and the like have been talked about for so many years that many people
are confused about where the basic ideas stand in terms of implementation. Some people believe that many of the applications
have already been widely adopted by businesses for many years. Others think that most businesses have simply given up on
adopting automated tools for decision making. Neither view is true. Instead, a convergence of forces and events is under way,
making it an opportune time for companies to rethink how they make some of their most important decisions.

THEN:

NOW:

Decision-support tools required too much time and expertise
and were too idiosyncratic to be of use by decision makers;
expert systems were too technically complex and too difficult
to modify over time.

The technology often existed in the form of “proofs of con-
cept” or limited-scope prototypes.

Automated decision systems are readily maintained and updated
Dy business users and operate throughout the enterprise.

e — — —_— - e ==

The technology exists in the form of large-scale production
systems that are able to handle large volumes of data (some-
times replacing significant numbers of information workers).

A single technology focus prevailed, in which different tools
existed for structured, unstructured and semistructured
decisions.

Customized tools were difficult to use.

Tools were stand-alone black boxes in which data went in and
a decision came out; people still needed to implement the
decisions.

Integrated tools or suites of tools can handle a variety of appli-
cation types.

Off-the-shelf applications are relatively simple to install and use.

Data were not widely available in electronic form.

has become pervasive in large insurers’ “personal lines” businesses
(such as homeowners and auto insurance), but it is also penetrat-
ing the more complex processes of small-business underwriting.

Insurance underwriting is both risky and expensive. By mak-
Ing too many bets, an insurance company can go bankrupt. An
automated system can help insurance companies to increase con-
sistency and leverage the abilities of their best underwriters. After
the initial investment, automation can also save money, either by
reducing the number of nonexpert underwriters required or by
allowing the company to underwrite more business without
adding employees.

Insurance companies are also looking to increase both the
speed and flexibility of their underwriting processes. Customers
who receive quick approvals are far less likely to seek insurance
elsewhere. What'’s more, automated decision-making systems can
provide insurance companies with the ongoing capability to
adjust their underwriting criteria whenever they choose in
response to market opportunities. At any time, they can pursue
the most profitable policies and customers. Competitors who
lack automated decision-making capabilities are limited in their
ability to revamp their products. They may be able to compete on
speed but not on flexibility.

Tools are integrated with automated information sources, pro-
duction workflows and operational applications.

Online data are widely available as inputs to automated deci-
sion systems.

More sophisticated implementations involve the optimization
of decision rules over time by skilled actuaries. For example,
when underwriting rule definitions are combined with policy,
loss and premium data in a data warehouse, actuaries can assess
profitability and loss history by line of business, market segment
or individual rule.

Although automated decision making is being used largely in
industries where extensive quantitative analysis is required, it is
also appearing in less predictable areas. Pickberry Vineyard, a
winery in northern California, uses a network of remote sensors
to monitor temperature, moisture, rain levels and other weather
and soil conditions throughout its vineyards. Based on the data
that the sensors generate, the vineyard has been able to automate
some important decisions, including watering protocols. As use-
ful as the decision-making system has become, management still
retains control over critical decisions affecting the grapes. When
the temperature drops during the cooler months, for example,
someone still decides the old-fashioned way when to take protec-
tive measures.’

Even when fully automating a decision process is possible,
fiduciary, legal or ethical issues may still require a responsible
person to play an active role. In the healthcare industry, for exam-
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ple, many companies and institutions are exploring automated
care protocols or intelligent order-entry systems that recommend
a particular drug or course of treatment for a patient. In every
case we know of, however, these systems augment but do not
replace the judgments or decisions of physicians and nurses. A
physician either initiates an order (and the system checks it) or
the physician has the opportunity to override the recommenda-
tion of an automated protocol. Patients are safer when an auto-
mated system is combined with physician knowledge. At Partners
HealthCare, in Boston, prescribing errors declined by 55% as a
result of the adoption of an order-entry system that combined
the two.'? Similarly, a major bank that tailors credit card offers to
individuals based on their credit and payment histories relies
heavily on a human analyst to review the offers before they are
issued. Executives believe that effective offers need to combine
good marketing with analytical science.

Emerging Management Challenges

Although automated decision technologies can help companies
perform routine tasks more efficiently, they can also introduce a
variety of managerial challenges. No matter how much certain
decisions can be automated, managers still have the responsibility
for defining the context and limits for automated decision making.
This requires constantly monitoring applications to ensure that the
boundaries and risk levels embedded within them are clearly
understood. The consequences of not defining limits can be huge.
Several years ago, during the e-commerce boom, Cisco Systems
[nc., based in San Jose, California, belatedly found out that it was
relying too heavily on its automated ordering and supply chain sys-
tems. Management realized that many of the orders that had been
entered on the books were not as firm as they assumed and, in all
likelihood, would never be shipped. This glitch eventually forced
Cisco to write off more than $2 billion in excess inventory.

Over and above the close monitoring of risk levels, managers in
charge of automated decision systems must also develop robust
processes for managing exceptions. Among other things, they need
to determine in advance what happens when the computer has too
little data on which to make a decision (a frequent reason for allow-
ing exceptions). Several organizations in our study said they wanted
to eliminate exceptions altogether — and some had achieved auto-
mated levels of more than 95%. But the average level of automated
processing was closer to 80% (leaving about 20% of the decisions
in the hands of individuals). Companies should have clear criteria
for determining when cases cannot be addressed through automa-
tion and who should deal with the exceptions. They should also
ensure that exceptions are viewed internally as opportunities to
learn, rather than as failures of the system. At some hospitals, for
example, managers are quick to punish physicians and nurses for
overriding automated decision systems. Instead, managers should
attempt to understand the reasons for these actions.
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One of the greatest challenges
with automated decision systems
is finding the experts who are
capable of running them. Experts
are necessary not only for design-
ing the systems (many projects
require several full-time experts
for extended periods), but also

As the ranks of

for the ongoing analysis required
§

: to maintain and improve them.
employees in IR
Recently, a midsize insurance
|0Her-leve| ]III]S company had to stop using its
HI- small-business insurance deci-
gEt inner, sion system for some of its policy
- lines because it didn’t have the
companies may e _
underwriting experts or actuaries
ﬁnd lt Increas- on staff to oversee the project
. : properly.
mﬂy dlﬂicult to New systems can also have
’ significant impacts on staffin
find tomorrow’s & * 8

requirements, particularly for less
skilled and less
employees. Although we heard of

experls. experienced

only one company (in the mort-
gage banking industry) that had engaged in major layoffs follow-
ing the implementation of its automated systems, the reality is
that there is little need for low-skilled or entry-level employees
once automated programs are in place. To prepare their organi-
zations for change, managers need to communicate as early as
possible the types of decision making that will be automated and
centralized, the kinds of decisions employees will continue to
make and how the employment picture is likely to shift.

Because automated decision systems can lead to the reduction
of large staffs of information workers to just a handful of experts,
management must focus on keeping the right people — those
with the highest possible skills and effectiveness. The employees
who stay should have a highly refined understanding of the
processes that are being automated and their relationship to the
ongoing success of the business. Their judgment — from years of
experience working on similar problems — will allow them to
deal with the exceptions. They will need to monitor changing
business conditions and act decisively to adapt rules for the ben-
efit of the business.

Difficult as it is to find experts today to oversee some of the
new systems, it is also by no means clear where companies will be
able to find tomorrow’s experts. As the ranks of employees in
lower-level jobs get thinner, companies may find it increasingly
difficult to find people with the right kinds of skill and experi-
ence to create and maintain the next wave of automated decision
systems. None of the people we surveyed had used their auto-



mated decision systems long enough to face this problem, but
several anticipated that the issue was likely to arise when their
internally trained experts retired or left for other companies.'?

Legal and ethical concerns may also circumscribe the
expanded use of automated decision technologies. On the day we
interviewed a hospital manager for this study, for example, she
was subpoenaed to appear in court to discuss her organization’s
computer system in a malpractice case. There is a significant like-
lihood that more and more companies will be affected by lawsuits
challenging automated decision methods. In the United King-
dom, individuals already have the explicit right to request that a
decision affecting them not be made based solely on the auto-
mated processing of personal data.

Legislation mandating barriers to the integration of informa-
tion about individuals may also limit the usefulness of automated
applications. In countries where such laws are on the books, com-
panies may find themselves at a considerable competitive disad-
vantage. Conversely, there may be countervailing pressures from
regulators encouraging companies to standardize and document
their decision-making processes as a way to ensure compliance.

A final issue for many organizations is how to reach consen-
sus on rules. Although this can be relatively straightforward in
operational environments such as insurance underwriting, get-
ting agreement on rules in areas such as health care can be the
basis of long and passionate debate. At one hospital, for example,
some senior physicians were accustomed to having their own sets
of rules. Because of their stature, they were not required to adhere
to the rules that other doctors had to follow. This type of tension
goes beyond small groups. Indeed, it is not uncommon for pro-
fessional associations (such as those representing doctors or
accountants) to balk at any new technologies that reduce the level
of control that members have over service provision.,

Looking Toward the Future

The widespread availability of data in many industries is hasten-
ing the move to automated decision-making systems. The more
data that exist, the greater the potential there is for automation.
New decision-making applications will continue to proliferate
and will have substantial implications for organizations and the
people who work in them.

There will be many opportunities in the future for experts who
can work with computers, but ironically, there may be fewer and
fewer avenues for becoming an expert. Organizations, therefore,
will need to think carefully about the number and types of human
decision makers they need and begin to develop them now. As
automated decision making moves further and further up the
organizational hierarchy, decision support will give way to deci-
sion automation in many areas. To the extent that prepackaged
decision-oriented applications become increasingly available,
companies will no longer need to develop their own proprietary

systems. In some ways, though, this may make it more difficult for
companies to differentiate themselves from competitors.

This brave new world of automated decision making has been
a long time in coming, but it is now upon us. Businesses need to
find ways to incorporate it into their strategies and processes or
they may be left behind and lose their competitive advantage.
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