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Computer models of emotion inform  
theories of human intelligence and  
advance human-centric applications. 

BY STACY MARSELLA AND JONATHAN GRATCH 

E M OTION’S ROLE IN human behavior is an old debate  
that has become increasingly relevant to the 
computational sciences. Two-and-a-half millennia 
ago, Aristotle espoused a view of emotion at times 
remarkably similar to modern psychological theories, 
arguing that emotions (such as anger), in moderation, 
play a useful role, especially in interactions with 
others. Those who express anger at appropriate 
times are praiseworthy, while those lacking in anger 
at appropriate times are treated as a fool. The Stoics 
took a different view; four centuries after Aristotle, 
Seneca considered emotions (such as anger) as a 
threat to reason, arguing, “reason … is only powerful 
so long as it remains isolated from emotions.” In the 
18th century, David Hume radically departed from the 
Stoic perspective, arguing for the key motivating role of 
emotions, saying, “Reason is, and ought only to be the 
slave of the passions.” 

A similar dichotomy of views can be seen in the 
history of artificial intelligence (AI) and agent research. 

Early work by Herbert A. Simon35 ar-
gued that emotions served a critical 
function in intelligent behavior, as 
an interrupt capacity that provides 
a means for an organism to shift be-
tween competing goals, as well as 
to balance reactive and deliberative 
processing. Marvin Minsky posed his 
question of whether a robot could 
even be intelligent without emotion. 
However, late-20th century AI research 
took a more Stoic perspective, treating 
emotion as antithetical to intelligence. 

Modern research in psychology 
and neuroscience continues to trans-
form the debate. Appraisal theories 
of emotion21 emphasize the role of 
reasoning in eliciting emotion, view-
ing emotion as arising from people’s 
“appraisal” of their relationship to 
the environment that guides adap-
tive responses. Recent studies estab-
lish emotion’s critical role in deci-
sion making, a point highlighted by 
the fact that neurological deficits in 
emotion processing lead to deficits 
in decision making.3 In keeping with 
Simon’s view of emotion as inter-
rupt, emotions prime perceptions 
and response patterns. Angry people 
are, for example, quicker to perceive 
threats11 and are generally primed for 
an aggressive response.20 

Echoing Aristotle’s view, research 
has also argued emotions and their 
expression play a powerful, adaptive 
role in social interaction; for example, 
emotional displays convey informa-

Computationally 
Modeling 
Human Emotion 

 key insights
˽˽ Processes akin to emotion are 

required by any intelligent entity 
facing a dynamic, uncertain, and social 
environment. 

˽˽ Psychological theories of emotion (such 
as appraisal theory) can serve as an 
architectural specification for machines 
that aim to recognize, model, and 
simulate human affect. 

˽˽ Realizing psychological theories as 
working computational models advances 
science by forcing concreteness, 
revealing hidden assumptions, and 
creating dynamic artifacts that can be 
subject to empirical study. 
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thereby exposing implicit assumptions 
and hidden complexities. Incorporat-
ing the models into larger simulations 
further exposes hidden issues and can 
extend the scope of the theory; for ex-
ample, incorporating emotion into 
more-comprehensive simulations of 
human behavior has led researchers to 
address fundamental questions about 
the relation of appraisal processes to 
other cognitive processes, perception, 
and behavior.4,6,12,25 

On a conceptual level, computa-
tional models enrich the language-of-
emotion theories; for example, several 
computational models have recast 
emotion theories in terms of concepts 
drawn from AI, including knowledge 
representation (such as Gratch and 
Marsella17), planning (such as Dias and 
Paiva12), and neural networks (such as 
Armony et al.1). 

On an empirical level, computa-
tional models facilitate an expanded 
range of predictions compared to con-
ventional theory. Computer simula-
tions are a way to explore the temporal 
dynamics of emotion processes and 
form predictions about the source and 
time course of those dynamics. Manip-
ulations of experimental conditions 
may be explored more extensively first 
with a computational model, as in 
ablating functionalities or testing re-
sponses under adverse conditions that 
may be costly, risky, or raise ethical 
concerns in vivo.1 Simulations can re-
veal unexpected model properties that 
suggest further exploration. Addition-
ally, models of emotion and affective 
expression have been incorporated 
into virtual humans,37 software arti-
facts that look and act like humans, 
capable of interacting with people in 
a virtual world they cohabit. These sys-
tems essentially allow for the study of 
emotion in a virtual ecology. 

Here, we discuss our work on a 

tion about an individual’s beliefs, de-
sires, and intentions and thereby serve 
to inform and influence others. Anger 
and guilt can improve group utility by 
minimizing social conflicts,15 while an 
expression of distress induces social 
support.13 What makes these signals 
powerful, as Hume suggested, is the 
shared knowledge of the motivation-
al power of emotion. We may believe 
someone feels a situation unpleasant, 
but, often, what motivates us to act is 
the emotional content perceived in the 
person’s behavior, a parent’s anger, or 
a child’s cries of distress. 

This research has spawned a re-
birth of interest in modeling emotion 
in AI, robotics, and agent research. In 
particular, software agent and robot-
ics research has explored computa-
tional models of emotion as a way to 
address control and decision trade-

offs by directing cognitive resources 
toward problems of adaptive signifi-
cance for the organism.5,7,33,36 

Research in autonomous agents 
and multi-agent systems, as well as in 
human-computer interaction (such as 
Conati and MacLaren8), have explored 
how to exploit emotion’s social func-
tion in facilitating interactions be-
tween computer systems and human 
users. Emotions and emotional dis-
plays have been used in virtual char-
acters to exploit the social function 
of emotional expression to motivate22 
and establish empathy and bonding.27 

Research in computational mod-
els also influences theories of human 
emotion by transforming how these 
theories are formulated and evaluated. 
Realizing a theory as a computational 
model requires processes and their 
interactions to be formally detailed, 

Figure 1. Illustration of the dynamics of emotional reactions. 

0s 0.1s surprise 0.4s aversive/fear 0.66s aggressive 2s concern for others 2.6s concern/social engagement 

Figure 2. EMA’s appraisal, coping, and reappraisal. 
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computational model of emotion, 
detailing the design principles that 
drove the work, as well as its realiza-
tion within a cognitive architecture. As 
we envision, a fundamental challenge 
for a computational model of emo-
tion is how to address how emotions 
arise and evolve over a range of elicit-
ing situations, from physical stimuli to 
complex social situations, in keeping 
with roles in individual behavior and 
social interaction. These emotional 
responses can be quick and reactive or 
seemingly more deliberative, unfold-
ing over minutes, days, even weeks; 
for example, anger at a co-worker’s be-
havior may not arise immediately but 
rather require inferences about the 
underlying causes of the behavior. In 
short, emotions are inherently dynam-
ic, linked to both the world’s dynamics 
and the dynamics of the individual’s 
physiological, cognitive, and behav-
ioral processes. 

Drawing on a leading psychologi-
cal theory of emotion, we discuss how 
a computational model of emotion 
processes can address both the time 
course of emotions and the range of 
eliciting conditions. After laying out 
the model, we discuss how it has trans-
formed our thinking on emotion and 
the old debate on the relation of cog-
nition to emotion. We then discuss an 
example use of the model in AI and ad-
dress validation. Whether one is using 
a model of emotion to improve some 
application or as a methodological 
tool in the study of human emotion, a 
central question is how to validate the 
model in light of such uses. First, how-
ever, we discuss a salient example of 
emotion’s role in behavior. 

Example 
To help ground our discussion of ap-
praisal theory and our computational 
approach to modeling it, we describe a 
real-world emotion-evoking situation. 
Recorded by happenstance, it serves 
to illustrate both the rich dynamics of 
emotion processes and the range of 
eliciting conditions that induce emo-
tions. As part of our work on model-
ing virtual humans, we were doing an 
improvisational session with actors to 
record their use of nonverbal behav-
ior. As the rehearsal wore on into a hot 
summer Los Angeles night, a dove flew 
into an open window; Figure 1 covers 

the sequence of reactions of one of the 
actors. Although such an uncontrolled 
event makes rigorous analysis of reac-
tions uncertain, we suggest the follow-
ing interpretation: 

The bird flew into the window and 
then hit a windowsill in a failed at-
tempt to fly back out. The actor pro-
ceeded to orient toward the stimulus 
of the sound. The first reaction was 
apparent surprise, revealed by the one 
of the features of surprise discussed 
by Charles Darwin9 involving raised 
eyebrows, serving to both increase the 
field of view and warn others of an un-
expected event. 

The eyebrows then lowered, and the 
mouth opened. Mouth opening can 
have functional significance, as a visu-
al or audible signal (such as shouting) 
or to draw in air to oxygenate the blood 
in preparation for a fight or flight re-
sponse. The lowered eyebrows suggest-
ed a negative affective response (fear). 

At this point the actor moved away 
from the threat of the dove (a flight re-
sponse) but at the same time started 
to assume a more aggressive, defen-
sive stance. Her hands moved on the 
umbrella in preparation of using it as 
a weapon to possibly whack the bird (a 
fight response). 

She continued to quickly move away 
(approximately seven feet), and in the 
process the umbrella was lowered and 
a hand went up to her mouth, as she 
reacted to others’ predicament in the 
room. Her hand quickly went into a 
classic stop (or be careful) gesture as 
she reversed direction and started to 
move toward the bird. Her concern 
now shifted from herself to the bird, as 
the bird was caught in the hair of a fel-
low actor and in danger of being hurt. 
In the final frame in Figure 1, the actor 
has a handkerchief she will use to res-
cue the bird by wrapping and releasing 
it without harm out the window. How-
ever, after the bird was safely released 
out the window, the actors’ mood 
remained in a heightened state that 
made continued rehearsal impossible. 

We see in this interpretation of 
events a variety of functional roles for 
emotion relevant to researchers in AI, 
autonomous agents, and multi-agent 
systems. 

Clearly illustrated is emotion’s func-
tion in interrupting and re-prioritizing 
cognition, as discussed by Simon.35 We 

see interruption of current attention, 
cognitive processes, and physical re-
sponses that shift and recruit resources 
to deal with a new threatening situation, 
specifically to gather more information 
relevant to one’s self, interrupt current 
goals associated with the improvisation 
session, and switch to the goal of deal-
ing with a potential threat, taking ac-
tion in preparation to dealing with that 
threat at both the physical level (such 
as fight and flight) and physiological 
responses (such as sucking in oxygen 
to oxygenate the blood). All this was in 
service to adjusting to a dynamic rela-
tion between the actor and her environ-
ment. The situation was changing, due, 
in part, to events external to the actor 
(such as a bird flying in the window to-
ward the actor), as well as to the actor’s 
own response (such as “arming oneself” 
and moving away from the event). The 
actor’s interpretation of the situation 
also appeared to evolve—bird as threat 
versus bird as victim—suggesting per-
ceptual and inferential processes with 
their own internal dynamics, requiring 
time to draw inferences and reassess 
the situation and replan, as new knowl-
edge is brought to bear. There were 
more persistent dynamics as well. The 
altered mood that persisted after the 
event could play a functional role. Such 
heightened arousal can prepare an in-
dividual for other quick responses, as-
suming the event presages future simi-
lar occurrences. 

As events unfolded, emotion’s 
function in improving multi-agent 
coordination and group utility15 was 
also clearly on display. In particu-
lar, emotion and its expression play 
a role in signaling mental states, in-
cluding emotions and intentions that 
influence interaction; for example, 
expressions of anger may ward off 
the hostile agent. The expressions of 
emotion can also help orient and co-
ordinate group response; the expres-
sion of fear that signals a common 
threat to members of the agent’s own 
group and expression of compassion 
that can influence interpersonal atti-
tudes and empathy, thereby serving to 
establish common goals. 

We also see in this quick evolution 
of reactions and behaviors the power-
ful role of emotions as motivator, echo-
ing Hume’s view of the motivating role 
of emotions. 
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characterize many modern theories 
into three categories: 

Discrete theories of emotion.14 These 
theories argue there is a limited num-
ber of core emotions that are bio-
logically determined, innate natural 
kinds (such as anger and sadness). 
Further, their expression is shared 
across people and cultures. A related 
view conceptualizes emotions as dis-
tinct neural circuits;29 see Armony1 for 
an example of a theory of conditioned 
fear response and associated neural 
network model. 

Dimensional theories of emotion. 
These theories argue that emotion and 
other affective phenomena should be 
conceptualized, not as discrete catego-
ries but as a point in a continuous (typi-
cally 2D or 3D) space.2,28 Dimensional 
theories often argue discrete emotion 
categories (such as anger) do not have 
a specific biological basis; that is, there 
is no brain region or circuit that is 
unique to that emotion category. Rath-
er, they are folk-psychological labels 
people assign to loosely coupled col-
lections of mental and physical states.2 
Computational models that build on 
dimensional theories often use the 
“PAD” theory of Mehrabian and Rus-
sell,28 its three dimensions correspond-
ing to pleasure (a measure of valence), 
arousal (indicating the level of affective 
activation), and dominance (a measure 
of power or control). Several computa-
tional models rely on dimensional the-
ories, to, say, control action selection, 
model an embodied feeling state that 
is mapped to emotion categories, and 
model moods.4,7,16 

Appraisal theories of emotion. These 
theories arose from attempts to detail 
the mental processes underlying the 
elicitation of emotions.21,32 Just as the 
actor in our example had to reconcile 
her goals and needs in relation to a rapidly 
changing environment, appraisal theo-
ries say emotions arise from a process of 
comparing individual needs to exter-
nal demands. That is, emotions can-
not be explained by solely focusing on 
the environment or by solely focusing 
on the individual. Rather, they reflect 
the “person-environment relation-
ship.” Appraisal theories further posit 
this person-environment relation-
ship is characterized (or appraised) 
in terms of a set of criteria, variously 
called appraisal variables, checks, or 

Finally, the trajectory of events in 
the rehearsal studio also reveals emo-
tion’s rapidly changing nature. Over-
all, the observed reactions suggest a 
progression from surprise about the 
unexpected event, concern for protect-
ing self, and finally concern for others, 
including the original source of the 
perceived threat—the bird. This hap-
pened quite rapidly. Within approxi-
mately 2.6 seconds, the goals went 
from flight to fight to helping the bird. 
The expression of raised eyebrows of-
ten associated with surprise took ap-
proximately 60 milliseconds and the 
expression of lowered eyebrows and 
lowered jaw (often associated with an-
ger and responses to threat) approxi-
mately 300 milliseconds. Tightly cou-
pled with these evolving concerns from 
threat-to-self to threat-to-other and 
the emotion dynamics of fear/anger to 
compassion/relief is a corresponding 
progression of coping responses from 
defend/attack to help. 

As interpreted here, this example 
presents fundamental challenges for 
a model of emotion processes. First, 
a model must be able to address 
how emotions arise and evolve over 
a range of eliciting conditions, from 
simple physical events to complex 
social situations. Second, emotional 
responses can be rapid, on the order 
of milliseconds, or unfold over min-
utes or days, following some delib-

eration or inference. Emotion’s dy-
namics are linked to both the world’s 
dynamics and the dynamics of the 
individual’s physiological, cognitive, 
and behavioral processes. 

From Theory to Model 
Computational models of emotion 
often rely on psychological theories 
of emotion as a basis for a computa-
tional model. Minimally, the theory 
serves to define what an emotion is, as 
in what comprises an emotional state 
like anger. Also, theories may lay out 
the antecedents and consequents of 
an emotion, factors critical to devel-
opment of a computational model of 
the emotion process. 

Complicating development of the 
computational model of emotion is that 
there are very different psychological 
theories of emotion. Theories differ as to 
which components are treated as intrin-
sic to an emotion (such as cognitions, 
somatic processes, behavioral tenden-
cies, and responses), the relationships 
between components (such as whether 
cognitions precede or follow somatic 
processes), and representational dis-
tinctions (such as whether anger is a lin-
guistic fiction or a natural kind). 

Describing the range of theories 
that can inform model development 
is beyond our scope here; for a more 
complete discussion, see Marsella et 
al.26 Nevertheless, we can very broadly 
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dimensions; for example, Is this event 
desirable with respect to one’s goals 
or concerns?; Who caused it?; Was it 
expected?; and What power do I have 
over its unfolding? The results of these 
appraisal checks are in turn mapped 
to emotion. Some specific variants of 
appraisal theories then go on to detail 
how the resulting emotions influence 
the individual’s cognitive and behav-
ioral responses; for example, Lazarus21 
detailed how the emotions lead to cop-
ing responses that seek to change the 
world (problem-directed coping) or 
one’s own emotional response (emo-
tion-directed coping). 

Beyond its impact in psychology, 
appraisal theories have become the 
dominant framework for building 
computational models of emotion; see 
Reisenzein et al.31 for more on mod-
els that use appraisal theories. This 
dominance reflects, in part, its promi-
nence in emotion psychology. More 
fundamentally, however, the concept 
of appraisal (involving judgments like 
desire, expectedness, and cause) maps 
nicely to traditional AI concepts (such 
as the belief-desire-intention models 
of agency), a point we emphasize when 
describing our appraisal-based model. 

Appraisal theories are not without 
criticism. Indeed, the characteristic 
that makes them most attractive to 
computational modelers—emphasis 
on the role of inferential processes—
is also its most controversial feature 
within psychology. By emphasizing 
judgments over some explicit repre-
sentation of a person-environment 
relationship, appraisal theories are 
traditionally viewed as requiring ex-
pensive cognitive inference as a pre-
cursor to emotional reactions; that is, 
an individual must engage in infer-
ence before responding emotionally 
to some stimuli. This characteristic 
seems to fly in the face of the rapid 
and seemingly automatic emotional 
reactions we see in, say, our actor’s re-
sponse to the bird. Prominent critics 
of appraisal theories in the 20th century40 
argued emotion is inherently reactive 
and appraisals are best viewed as a 
consequent, certainly not a precursor, 
of emotional reactions. 

These criticisms are largely irrel-
evant, however, when one views ap-
praisal theories from a computational 
perspective. In our modeling work, 

we address this criticism of appraisal 
theories by emphasizing appraisal and 
inferences are distinct processes that 
operate over the same mental repre-
sentation of a person’s relationship 
to the environment. We distinguish 
between the construction of this rep-
resentation and its appraisal. The 
construction might involve slow, de-
liberative inferences or fast, reactive 
inferences. Regardless, the appraisal 
process that assesses this representa-
tion is fast, parallel, and automatic. 

EMA Model 
As we define it, a computational model 
of appraisal includes: an appraisal-der-
ivation process that interprets a repre-
sentation of the person-environment 
relationship to derive a set of appraisal 
variables; an emotion-derivation model 
that takes this set of appraisals and pro-
duces an emotional response; and a set 
of behavioral consequence processes, 
or coping strategies, triggered by this 
emotion and that subsequently ma-
nipulate the person-environment. 
Depending on how these three proc-
esses are reified, different emotion 
models (corresponding to different 
variants of appraisal theory) can be 
produced; see, for example, Marsella 
et al.26 We now turn to one approach, 
our own EMA (EMotion and Adaption) 
model17,24 (see Figure 2). 

Person-environment relation. In 
EMA, the model maintains an explicit 
representation of the “agent-envi-
ronment relationship” that serves as 
both input to and output of the vari-
ous appraisal processes. This explicit 
representation is the agent’s view of 
how it relates to the environment and 
consists of a set of beliefs, desires, 
intentions, plans, utilities, and prob-
abilities, constructs drawn from tra-
ditional notions of decision theory 
and AI planning. We refer to this rep-
resentation as the “causal interpreta-
tion” to emphasize the importance of 
causal reasoning, as well as the inter-
pretative (subjective) character of the 
appraisal process. The causal inter-
pretation (which, in cognitive archi-
tecture terminology, corresponds to 
the agent’s working memory) encodes 
the input, intermediate results, and 
output of inferential processes that 
mediate between an agent’s goals and 
its physical and social environment 

Computational 
models of 
emotion are used 
in the design of 
virtual humans, 
autonomous 
embodied 
characters  
capable of  
face-to-face 
interaction  
with real humans 
through verbal  
and nonverbal 
behavior. 
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al principles distinguishing appraisal 
from the cognitive operations main-
taining the causal interpretation. 

The appraisal process in EMA as-
sociates a data structure, or “appraisal 
frame,” with each proposition. The 
appraisal frame maintains a continu-
ously updated set of appraisal values 
associated with each proposition. Val-
ues include: 

Perspective. The viewpoint from 
which the proposition is judged; EMA 
appraises events from its own perspec-
tive but also from the perspectives of 
other agents; 

Relevance. EMA judges propositions 
relevant if it has non-zero utility for 
some agent; 

Desirability. The value of a proposi-
tion to the agent (such as Does it ad-
vance or inhibit its utility?) can be posi-
tive or negative; 

Likelihood. A measure of the likeli-
hood of propositions; 

Expectedness. The extent to which a 
state could have been predicted from 
the causal interpretation; 

Causal attribution. Who deserves 
credit/blame?; 

Controllability. Can the outcome be 
altered through an agent’s actions?; 
and 

Changeability. Can the outcome be 
altered by another agent? 

Each appraised event is mapped 
into an emotion instance of some type 
and intensity, as discussed next. 

Emotion derivation. In EMA, ap-
praisal informs an agent’s coping 
response but is biased by an overall 
mood state. Mood acts as proxy for 
certain sub-symbolic (brain or bodily) 
processes40 important for reconcil-
ing appraisal models with empirical 
observations (such as mood’s influ-
ence on judgments34 and core affect2). 
As we discussed in the bird example, 
such mood effects can serve an adap-
tive function. 

At the appraisal level, EMA main-
tains multiple appraisal frames, one 
for each proposition in the causal in-
terpretation. Multiple appraisals of 
even the same event are possible, as 
the event could affect different goals 
in different ways. Individual appraisal 
frames (and associated intensities) are 
aggregated into a mood, a running av-
erage of appraised events over time, 
disassociated from the original elicit-

(such as perception, planning, expla-
nation, and natural language proc-
essing). These inferential processes 
could be fast, as in recognizing the 
threat of a bird flying toward oneself, 
or more deliberative (such as forming 
a plan to save the bird). 

The causal interpretation is a snap-
shot of the agent’s current knowledge 
concerning the agent-environment re-
lationship. This knowledge changes, 
moment to moment, in response to ob-
servation or inference; for example, the 
agent’s actions or the actions of other 
social actors change the environment, 
effects that are reflected in the causal 
interpretation as soon as they are per-
ceived by the agent’s senses. Further, 
the mere act of thinking can change 
the perceived agent-environment rela-
tionship; for example, as the agent de-
velops plans or forms intentions, these 
intentions are also reflected as chang-
es in the casual interpretation. 

The representation of the causal in-
terpretation supports rapid, essentially 
reactive, assessment by the appraisal-
derivation process. The need for rapid 
appraisal thus poses a requirement on 
the inferential processes that maintain 
the causal interpretation. 

Appraisal-derivation process. Ap-
praisal theories characterize emotion-
eliciting events in terms of a set of 
specific appraisal variables, but most 
theories are vague with respect to the 
processes underlying these judgments. 
We assume appraisal is fast, parallel, 
and automatic. These characteristics 
are achieved by modeling appraisal as 
a set of continuously active feature de-
tectors that map features of the causal 
interpretation into appraisal variables. 
All significant features in the causal in-
terpretation are appraised separately, 
simultaneously, and automatically; 
for example, if the causal interpreta-
tion encodes an action with two conse-
quences, one good, one bad, each con-
sequence is appraised in parallel, and 
any factors influencing the desirability 
or likelihood of these consequences 
are automatically reflected in the ap-
praisals as soon as the factors are re-
corded in the causal interpretation. In 
this sense, appraisals do not change 
the causal interpretation but provide a 
continuously updated “affective sum-
mary” of its contents; see Gratch and 
Marsella17 for more on the architectur-

Incorporating 
emotion and its 
expression allow 
virtual humans 
to exploit and 
respond to the 
social functions of 
emotion, as well as 
appear lifelike. 
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ing events; that is, mood is not inten-
tional. EMA applies a mood adjust-
ment to individual appraisal frames. 
EMA’s moment-to-moment coping 
response is selected automatically by 
a simple activation-based focus of at-
tention, with the appraisal frame that 
determines coping as the most recent-
ly accessed such frame with highest 
mood-adjusted intensity. 

Affect consequences. Finally, EMA 
includes a computational model of 
coping in the appraisal process. Cop-
ing determines how the agent re-
sponds to the appraised significance of 
events, with the purpose being to alter 
a person’s subjective interpretation of 
the person-environment relation. EMA 
proposes coping strategies to maintain 
desirable or overturn undesirable in-
focus events, or appraisal instances. 
These strategies work in essentially the 
reverse direction of the appraisal that 
motivates them, by identifying features 
of the causal interpretation (such as be-
liefs, desires, intentions, and expecta-
tions) that produced the appraisal and 
that should be maintained or altered. 

In EMA, coping strategies are con-
trol signals that enable or suppress 
cognitive processes that operate on 
the causal interpretation, including 
sensing, avoiding a threat, refining a 
plan, or adding/dropping goals and 
intentions. Coping sanctions actions 
congruent with the current appraisal 
pattern. EMA provides a formal realiza-
tion of the coping strategies discussed 
in the clinical psychology literature by 
defining coping strategies in terms of 
their affect on the agent’s attention, 
beliefs, desires, or intentions: 

Attention-related coping. Certain 
coping strategies modulate the agent’s 
attention to features of the environ-
ment, thereby altering their emotional 
state by altering working memory (the 
causal interpretation); for example, 
in the bird example, the actor’s ori-
entation toward the stimulus could 
be viewed as “seeking information” 
about a surprising event. Alternatively, 
one can “suppress information;” for 
example, a student concerned about 
a course project could avoid checking 
the due date. 

Belief-related coping. A range of cop-
ing strategies suggests alterations to 
belief states in order to modulate these 
emotional states; for example, after 

doing poorly on an important exam, a 
student might seek to “shift responsi-
bility” to the teacher, thus alleviating 
self-guilt. Prior to a difficult exam, a 
student might cope with stress by en-
gaging in “wishful thinking,” imagin-
ing the student will do well. 

Desire-related coping. Regulates 
emotion by altering goal priorities. A 
student facing an exam might engage 
in “distancing,” deciding it is unim-
portant to do well. Or the student 
might “positively reinterpret” or “find 
a sliver lining.” If passing seems im-
possible, well then, the student is free 
to party before the exam. 

Intention-related coping. Regulates 
emotions by altering intentions or 
by taking actions; for example, our 
student might “plan” to study for the 
exam. Interestingly, the formation of 
an intention will alter the current emo-
tional state in EMA, even if the plan is 
not executed. Alternatively, the student 
might cope with stress by “seeking 
instrumental support” from a study 
partner. Moreover, if the student does 
poorly on the exam, the student could 
“make amends” to his or her parents 
to alleviate guilt by promising to study 
harder next time. The student could 
also engage in “resignation,” dropping 
an intention to achieve a desired state 
(such as believing being pre-med is de-
sirable but unattainable). 

EMA proposes strategies in parallel 
but adopts them sequentially, with a 
set of preferences resolving ties; for ex-
ample, EMA prefers problem-directed 
strategies (such as take action, plan) if 
control is appraised as high, and emo-
tion-focus strategies (such as distanc-
ing, resignation, and wishful thinking) 
if control and changeability are low. 

Figure 1 outlines how the causal 
interpretation, appraisal, focus, and 
coping interact with one another and 
with the agent’s perceptual and in-
ferential processes. Recall in the bird 
scenario that the model’s dynamics 
involved several sources. Events hap-
pen naturally in the world, altering the 
causal interpretation through percep-
tion. The agent also executes actions 
with effects that also alter the world 
and therefore causal interpretation. 
The agent’s own inferential processes 
(that here are meant to include belief 
maintenance, action selection, and 
planning) can alter the causal inter-
pretation. These changes to the caus-
al interpretation induce changes in 
appraisals. Of particular importance 
for emotion processes, appraisal and 
coping operate within a loop whereby 
a situation may be appraised, leading 
to emotions and coping responses 
that influence the agent’s inferential 
processes that alter the person-envi-
ronment relation. This influence, in 
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that argues for emotion’s role in deci-
sion making. 

EMA maintains that appraisal and 
coping shape, but do not determine, the 
agent’s response; for example, whether 
an agent copes by forming the inten-
tion to act hinges on whether its plan-
ning and problem-solving processes 
can identify an appropriate intention 
or plan. Recall the umbrella the actress 
was holding in the bird scenario. EMA 
maintains the response of preparing 
to whack the bird depends on the emo-
tional response to the threat and the 
fact that holding the umbrella before-
hand may enable (or prime) cognition’s 
formation of the intention. 

At the same time, EMA also has sig-
nificant shortcomings, thus identify-
ing challenges for research on compu-
tational models, as well as underlying 
theories. Most notably, EMA’s apprais-
al process focuses on deriving apprais-
al values and treats emotion categories 
largely as epiphenomenal. Another 
limitation follows from the inferential 
processes that support appraisal by 
maintaining the causal interpretation. 
In particular, because the causal inter-
pretation has limited capacity to model 
the beliefs of other agents, more com-
plex social emotions (such as embar-
rassment) are not modeled. The infer-
ence processes also need to impose 
better constraints on coping strategies 
specifically due to the absence of con-
straints on belief revision; the over-
all model allows for wishful thinking 
and resignation that alters beliefs and 
goals while ignoring potential effects 
on related beliefs or goals; see Ito et 
al.19 for a utility-based approach to ad-
dress this limitation. 

Nevertheless, both the strengths 
and weaknesses of a model like EMA 
support the idea of computational 
modeling of emotions as a powerful 
approach to addressing the question of 
the processes underlying emotion and 
its relation to cognition. Constructing 
EMA forced us to make specific com-
mitments about the representation of 
the person-environment relationship, 
the computation of appraisals based 
on these representations, the role of 
perception, memory, interpretation, 
and inference in appraisal, the mod-
eling of coping, and the relationship 
among appraisals, emotions, and cop-
ing. Further, once computationally re-

turn, affects subsequent reappraisals 
of the situation. Emotional meaning 
thus evolves in EMA as the individual 
interacts with the physical and the so-
cial environment. 

Role in Theory Formation 
and Testing 
As noted, the relation between emo-
tion and rational thought is a debate of 
long standing. One benefit of compu-
tational models is they are potentially 
powerful research tools that weigh on 
such debates by forcing explicit com-
mitments as to how mental processes 
are realized, how they interrelate, and 
how the processes unfold over time.

EMA, in particular, makes an ex-
plicit commitment to the relation be-
tween emotion and an agent’s cogni-
tive processes. Appraisal is treated as 
fundamentally reactive, an automatic 
assessment of the contents of mental 
representations. Differences in the 
temporal course of emotion dynam-
ics are accordingly due to differences 
in the temporal course of eliciting 
conditions, perceptual processes, 
and inferential processes that main-
tain the representation of the person-
environment relation, including both 
deliberative and reactive processes. 
This allows the model to explain in 
a uniform way both fast, seemingly 
automatic emotion responses, and 
slower, seemingly more deliberative 
responses, in contrast to more com-
plex models and theories that postu-
late multiple processes.12,32 

EMA assumes cognition and per-
ception encodes the personal rel-
evance of events in ways that make 

appraisal simple, fast, and general, 
evolving as cognitive processes up-
date the agent-environment relation-
ship. Appraisal is thus not so much a 
process as it is an output requirement 
on cognition and perception. The 
values generated by those processes 
constitute the appraisal values. Simi-
larly, we pose the inverse requirement 
on coping strategies, that the output 
of coping is the adjustment of atten-
tion, beliefs, desires, and intentions 
on which cognition and appraisal rely. 
Coping can be viewed as an inverse of 
the appraisal process, seeking to ad-
just the causal interpretation in order 
to alter subsequent appraisals. 

These design commitments follow 
from our effort to address key chal-
lenges for any model of emotion. One 
such challenge is to explain the often 
rapid, seemingly reactive, dynamics of 
emotional process, as outlined in the 
bird example, that have been raised as 
a challenge to appraisal theories.40 An-
other challenge is that emotions arise 
and evolve over a wide range of elicit-
ing situations, from physical events to 
complex social situations. 

In EMA, the generality of appraisal 
to address complex social interac-
tions, as well as the demands of physi-
cal threats, is due largely to appraisal’s 
separation from a range of perceptual 
and cognitive processes it leverages. 
EMA also generalizes the role of emo-
tion in an agent’s overall architecture. 
In EMA, appraisal and coping play a 
central role in mediating response for 
the agent generally. This role is in keep-
ing with Simon’s view35 of emotion as 
an interrupt mechanism and research4 

Figure 3. Virtual human accident scene (USC Institute for Creative Technologies). 



DECEMBER 2014  |   VOL.  57  |   NO.  12  |   COMMUNICATIONS OF THE ACM     65

contributed articles

alized, simulation allows the model to 
be explored systematically and manip-
ulated, thereby generating predictions 
that can be validated against reactions 
of human subjects. Our development 
of the model also identified key weak-
nesses that must still be addressed in 
both model and theory. 

Role in Virtual Humans and HCI 
As outlined earlier, computational 
models of emotion are used in the 
design of virtual humans, autono-
mous embodied characters capable 
of face-to-face interaction with real 
humans through verbal and nonver-
bal behavior. Incorporating emotion 
and its expression allow virtual hu-
mans to exploit and respond to the 
social functions of emotion, as well 
as appear lifelike. 

With EMA, our goal is not simply 
to add emotion. Rather, we have ex-
plored how organization of a virtual 
human’s cognitive processes around 
appraisal and coping can facilitate 
the design and integration of the mul-
tiple cognitive capabilities required 
to create human-like behavior, in-
cluding perception, planning, dialog 
processing, and nonverbal commu-
nication. Appraisal theories suggest 
a general set of criteria and control 
strategies that can inform and coordi-
nate the behavior of diverse cognitive 
and social functions. 

Whether processing perceptual 
input or exploring alternative plans, 
cognitive processes must make similar 
determinations. Is the situation/input 
they are processing desirable and ex-
pected? Does the module have the re-
sources to cope with its implications? 
Such homogenous characterizations 
are often possible, even if individual 
components differ markedly. By cast-
ing the state of each module in these 
same general terms, it becomes pos-
sible to craft general control strategies 
that apply across modules, leading to 
more coherent global behavior. 

Consider an example from Swartout 
et al.37 of resolving natural language 
ambiguities. The human participant 
happens on an accident scene in the 
virtual environment (see Figure 3); a 
virtual crowd has gathered; an injured 
boy is on the ground; a virtual soldier 
and troops have assembled; and there 
are damaged vehicles. The participant 

asks the soldier, “What happened 
here?” The question is ambiguous 
since many things have happened: the 
participant just arrived; the troops as-
sembled; an accident occurred; and a 
crowd formed. Whereas all these ac-
tions would in some sense be a cor-
rect response, it would be silly for the 
soldier to say, “You just drove up.” The 
expected response is a description of 
the accident. 

To respond correctly requires deter-
mination of the linguistic focus of the 
discussion. A common heuristic is to 
use “recency,” or whatever was most 
recently discussed or occurred most 
recently. In this case, the accident sce-
nario, recency does not work, as several 
things have happened subsequent to 
the accident. 

However, people often focus most 
intently on what upsets them emo-
tionally, suggesting an emotion-based 
heuristic for determining the focus. 
Because the virtual soldier incorpo-
rates EMA, the linguistic routines have 
access to his emotions about the acci-
dent and can use that information in 
determining linguistic focus, allowing 
the soldier to give the most appropriate 
answer, specifically to describe the ac-
cident and how it occurred. 

Additionally, EMA models decision 
making as driven by appraisals of al-
ternative plans and uses coping strat-
egies to drive alternative responses in 
negotiation38 (such as trying to avoid 
negotiation and seeking distributive 
solutions as opposed to integrative so-
lutions). EMA is also used to influence 
the agent’s beliefs; for example, under 
significant stress due to a blameworthy 
event, the virtual human can alleviate 
guilt or fear of reprisal by shifting its 
beliefs about blame. 

Validation 
A computational model of emotion 
must be judged with respect to its in-
tended ends. A model that approxi-
mates natural human behavior might 
be very different from one that drives 
a synthetic movie actor. A fundamen-
tal goal that drives our research is to 
create models that accurately predict 
human emotion: how it arises from 
the structure of situations people face; 
how it affects people’s beliefs and ac-
tions over time; and how its manifesta-
tion affects the beliefs and behaviors of 

A model that 
approximates 
natural human 
behavior might be 
very different from 
one that drives a 
synthetic movie 
actor. 
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Researchers 
have turned to 
computational 
models of emotion 
as tools to research 
human emotion,  
as well as exploit it 
in applications. 

framework for predicting people’s 
responses to the emotional signals 
of others. It maintains that people 
use emotional expressions as a sort 
of mind reading. When observing an-
other person’s emotional reactions 
to an environmental event, people in-
fer, or reverse engineer, how experi-
encers appraise their situation, using 
it to recover what goals would have 
led to such an appraisal. We showed 
empirical support for this concept by 
having participants play economic 
games with computer agents driven 
by the EMA model. 

Model-driven experimentation. Fi-
nally, our work seeks to create true syn-
ergies between computational and 
psychological approaches to under-
standing emotion. We are not satis-
fied simply to show our models “fit” 
human data but rather seek to show 
they are generative in the sense of 
producing new insights or novel pre-
dictions that can inform understand-
ing. From this perspective, compu-
tational models are simply theories, 
albeit more concrete ones that afford 
a level of hypothesis generation and 
experimentation difficult to achieve 
through traditional theories. 

One example of such model-driven 
experimentation is seen in our work 
on modeling appraisals of causal at-
tribution. One of our students created 
a model of the factors behind causal 
attribution appraisals (such as cau-
sality, intent, foreknowledge, and co-
ercion). The model made it possible 
to generate hypothetically different 
situations that should produce dif-
ferent appraisals. These were then 
presented to human participants, 
and the model’s predictions were 
consistent with human participants’ 
responses.23 Likewise, another stu-
dent used appraisal theory to derive a 
general model of how the ways a prob-
lem is described, or framed, affects 
decisions people make.18 The model 
uses appraisal variables to go beyond 
one-dimensional treatments of fram-
ing in terms of loss versus gain.39 The 
model was in turn used to generate al-
ternative decision scenarios that were 
presented to human subjects, and the 
model predictions were supported. 

These principles—examining 
emotions in unfolding tasks, link-
ing cognitive and social functions of 

other social actors. Here, we review sev-
eral principles that guide our empirical 
approach to model validation; see also 
Staller and Petta.36 

Understanding the relationship be‑
tween emotions and unfolding situations. 
Although many emotion theories posit 
that emotions arise from individu-
als’ relationships with their environ-
ments, most experimental work has 
shied away from directly manipulat-
ing the dynamic cycle of change, ap-
praisal, and reappraisal we observed 
in the bird example. More common 
are mood-induction studies where a 
participant’s mood is shaped inde-
pendently from the situation (such 
as by listening to happy or sad mu-
sic34) or by creating “one-shot” situ-
ations (such as watching reactions to 
the spinning of a roulette wheel30), as 
they provide a great measure of ex-
perimental control. 

Motivated by examples of emotion-
invoking scenarios (such as the bird), 
we have sought to develop techniques 
that systematically manipulate the 
temporal dynamics of the person-en-
vironment relationship. We have ex-
plored techniques that place labora-
tory participants in emotion-invoking 
tasks where aspects of the person-en-
vironment relationship are system-
atically controlled in situations that 
unfold and change over time, allowing 
us to measure moment-to-moment 
changes in a person’s appraisals, 
emotions, and coping tendencies.35 
We then compare these responses 
with predictions from EMA. 

Linking intra-personal and inter-
personal emotion. As outlined in the 
bird scenario, emotion helps coordi-
nate both individual and social behav-
ior. Most empirical work adopts one 
perspective or the other, but we see the 
cognitive and social perspectives as 
two sources of information that mutu-
ally constrain theory and model devel-
opment. We have thus sought to show 
the same computational models that 
predict the intrapersonal antecedents 
and consequences of emotion can also 
drive the social behavior of human-
like agents and evoke similar social re-
sponses as those in human-to-human 
emotional exchanges. 

One example is reverse appraisal 
theory,10 illustrating how apprais-
al theory provides an explanatory 
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