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Abstract. An effective way to build a gesture generator is to apply ma-
chine learning algorithms to derive a model. In building such a gesture
generator, a common approach involves collecting a set of human con-
versation data and training the model to fit the data. However, after
training the gesture generator, what we are looking for is whether the
generated gestures are natural instead of whether the generated gestures
actually fit the training data. Thus, there is a gap between the training
objective and the actual goal of the gesture generator. In this work we
propose an approach that use human judgment of naturalness to opti-
mize gesture generators. We take an important step towards our goal by
performing a numerical experiment to assess the optimality of the pro-
posed framework, and the experimental results show that the framework
can effectively improve the generated gestures based on the simulated
naturalness criterion.

1 Introduction

One of the main challenges in building a virtual human is to create its non-verbal
behaviors such as gestures. Instead of spending time defining these animations
manually, an alternative approach is to build a gesture generator to generate
animations for dialogs automatically. One common design for building gesture
generators is to apply machine learning algorithms to model the relationship
between dialogs and gestures from human conversation data, and the derived
model can then generate animations for similar dialogs automatically. The most
common design for existing machine learning approaches trains models to fit
the training data, but this conventional design is orthogonal to the actual goal
of gesture generators, which is to produce natural motions that match well the
corresponding dialogue. Although human conversation data collected for training
are samples of natural gestures, unless the machine learning model can achieve
100% accuracy on fitting the data while also generalize to novel dialogue, there is
no guarantee that the resulting model can generate natural motion. Conversely,
since samples in the training data represent only a small portion of possible
human gestures, there are many natural gestures that are quite different from
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the training samples that the gesture generator can learn to generate. Thus,
there is a gap between the actual goal and existing approaches, such that the
criterion of existing approaches makes the problem more challenging. One way
to reduce this gap is to develop a naturalness criterion and use this criterion to
optimize gesture generators. The naturalness criterion is a subjective criterion
and a reasonable way to acquire this criterion is to collect feedback from humans.

The goal of this work is to propose an algorithm to refine gesture generators
using the naturalness criterion. We adopt the idea of pairwise comparisons to
help address the issue of the noisiness of absolute subjective judgments. To use
these judgments to help learn a model of gesture generation, we frame the prob-
lem as a dueling bandits problem which optimizes the model from the results of
the pairwise comparisons. At each step, the process generates a gradient vector
to modify the parameters of the gesture generator and then generates gestures
with the new parameters. If the generated animations are evaluated to be more
natural than the original one, then the process generates a new set of parameters
based on the gradient direction and use the parameters for the next optimiza-
tion loop. The procedure performs several rounds to refine gesture generators
and is applicable for gesture generators with numeric parameters. In this work
we incorporate our framework into the gesture generator based on the Hierar-
chical Factored Conditional Restricted Boltzmann Machines (HFCRBMSs) which
generates motions based on given prosody.

Because HFCRBMs have very high dimensional parameters and optimizing
the model with human subject evaluations is costly, in this paper we perform a
numerical experiment to assess the optimality of the proposed framework. We
define a metric to simulate human judgment and provide numerical evaluations
for the optimization results. The numerical experiment shows that the algorithm
can improve the gesture generator significantly.

2 Optimization Framework

In our optimization framework, the process first calculates a gradient vector for
the parameters of the specified gesture generator and modifies the parameter
with the gradient to get a new model. The framework then uses the two models
to generate gesture animations for the same dialogue, pairs animations for the
same dialogue from both models together into videos, and evaluates them in
a pairwise comparison. The evaluated results are applied to generate the new
gradient vector. The optimization process is shown in Figure [

One issue raised by the process is the evaluation of the naturalness criterion.
Naturalness is a subjective opinion and it requires subject evaluations. Thus, the
optimization process requires a mechanism to get evaluations for the quality of
the generated gestures based on individual judgments. A conventional approach
is to ask individuals to give absolute scores of the gestures (e.g. rate gestures
from 1 to 10). However, individuals in general are poor at making absolute judg-
ments as compared to discriminating judgements [6]. In fact, individuals make
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Fig. 1. The flow of the optimization framework

relative judgments for subjective evaluation and require reference points for mak-
ing absolute judgments [7]. Since different individuals have different standards
in mind, the evaluation results of absolute judgments can be inconsistent be-
tween individuals. Moreover, reference points of an individual change from one
trial to the next [5] which suggests that the results of absolute judgments from
the same individual may be inconsistent in itself. An alternative approach is to
ask individuals to compare two animations and ask them to judge which one is
better. This relative judgment approach not only resolves these biases but also
makes the evaluation more reliable as individuals are more consistent in mak-
ing qualitative judgments than estimating scores. Thus, our framework shows
two animations to subjects and asks them to do pairwise comparisons to get
naturalness evaluations.

Subject evaluations are very expensive, especially when each evaluation task
takes several minutes. A common approach is to do crowdsourcing to collect a
large number of evaluations with low cost [4], but this approach can still become
expensive in our case when the model is high-dimensional as it may require
hundreds of optimization iterations to get a reasonable improvement. We use
HFCRBMs [I] as the model for gesture generators in the framework, and there
are approximately one million parameters which requires a very large number
of updates to optimize. Thus, in this work we define a metric as the naturalness
criterion to bypass the expensive cost of human evaluation. We do not propose to
replace human evaluations with the metric but rather use it here as an efficient
approach to assess the framework. We currently use the metric in this work
and will incorporate this with human evaluations as our next step. Thus, the
framework is still designed for incorporating human evaluations.

The crucial step of the optimization process is to determine gradient vectors
for model parameters. With the design of the pairwise comparisons, the step can
naturally be formulated as a dueling bandits problem [12]. The dueling bandits
problem refers to finding an optimal decision that minimizes regret based on
pairwise comparisons. Its discrete version is the K-armed dueling bandits prob-
lem [I1I] in which there are a collection of K bandits and the process needs to
determine which bandit leads to the best result based on pairwise comparisons.
Dueling bandits problems, in contrast, do not feature K distinct choices of ban-
dits but optimize over an entire finite continuous space of them. Each iteration
comprises a comparison between two selected bandits A and A’, and the opti-
mization process uses the comparison result to determine the two bandits for
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Algorithm 1. Optimization Algorithm

Input: ~,0,0, X
G < generate(0, X)
fort=1— 1T do
u <— Sample unit vector uniformly with the same dimension as 6
0’ < 0+ du
G’ + generate(0', X)
if Comparisons show G’ is better than G then
0+ 0+yu
G « generate(0,X)
end if
end for

the next comparison. The evaluation results derived from pairwise comparisons
are assumed to be noisy where there is a chance that A is evaluated to be better
than A’ despite A’ actually being better than A. The optimality of the selected
bandits is quantified as a regret, defined as:

T
Ry = e(Af, Ay) + (A7, A),
t=1

where A; and A} are two bandits selected at time ¢, and A} is the best bandit
at time ¢.

Dueling bandits problems can naturally be related to optimization problems
where bandits correspond to gradient vectors for model parameters, and the
decision process is equiavlent to choosing an effective gradient for optimizing
the model. An algorithm called Dueling Bandit Gradient Descent (DBGD) has
been proposed to perform online optimization with pairwise comparisons, and
its regret bound has been shown in previous work [12].

We apply DBGD to perform online optimization for gesture generators. The
algorithm is described in Algorithm[Il In Algorithm[Il¢ is the step size for explor-
ing effective gradient direction, and +y is the step size for exploiting this gradient
direction in the current model, 8 denotes parameters of the gesture generator, X
denotes required data for generating gesture animation, and function generate
represents the specified gesture generator which generates animations Gs based
on 0 and X. Previous work [12] has shown that when G’ is evaluated as better
than G the corresponding v indicates a gradient direction that can improve the
model.

The algorithm takes 6 as input and uses it as an initial point of the optimiza-
tion process. The optimization process depends on the naturalness evaluation,
and without initializing the parameter with the original training algorithm, the
generated animations will in general be too poor to make such a comparison.
Thus, our framework trains gesture generators with their original training algo-
rithm before starting the optimization process. This algorithm is applicable for
gesture generators with numeric parameters.
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2.1 Gesture Generator

We follow the same design of the previous work [1] for our HFCRBM-based ges-
ture generator. The HFCRBM-based gesture generator generates gesture motion
based on prosody information and past motion. It learns the model from motion
capture data of human conversations. The HFCRBM decomposes the gesture
learning problem into two parts: it first learns the hidden factors of generating
human motion and then learns the correlation between prosody and these hid-
den factors. This design is based on the idea that human motion is driven by
a set of motor signals that in combination produce a sequence of movements.
In contrast, the motion capture data is represented as real valued vectors that
in essence obscure the factors and constraints that were involved in generating
the data. Thus, the model first infers the underlying causes of motion and then
learns the relation between speech and the hidden factors. The HFCRBM is
comprised of two components, a reduced conditional restricted Boltzmann ma-
chine (RCRBM) [2] for inferring hidden factors of motion and a factored condi-
tional restricted Boltzmann machine (FCRBM) [8] for modeling the relationship
between prosody and hidden factors. To learn gesture generators from human
conversation data, the model first trains RCRBMs with motion capture data.
After this training step, the HFCRBM maps motion data onto hidden factors
with RCRBMs and trains the top-layer FCRBMs conditioned on audio features.
For gesture generation with HFCRBMSs, the generation process works by taking
previous motion frames and audio features as input to generate the next motion
frame. The generation of a sequence of motion is done in a recurrent way in that
the generated motion frame becomes part of the input of the next generation
step. The process can generate a motion sequence with the same length as the
audio.

The HFCRBM for the gesture generator has many parameters, and perform-
ing our optimization algorithm with all the parameters is inefficient. It is more
reasonable to pick a subset of parameters for the optimization process. We can
use the fact that the HFCRBM comprises two separate modules and focus on
optimizing only one of them. The reason for proposing this optimization frame-
work is to improve the generalization of gesture generators for novel prosody,
and therefore it is more reasonable to focus on improving the modeling among
prosody and hidden factors with the naturalness criterion. Thus, we only update
the parameters of FCRBMs. Because we only optimize the top model, in order
to give it better control we choose to use RCRBMs as the bottom model instead
of CRBMs [9], which results in a HFCRBM with the same architecture as [2].
In our HFCRBM model, the hidden layers of the RCRBMs and FCRBMs each
have 300 nodes. The prosodic features for gesture generators at each time frame
have a window of +1/3 seconds.

2.2 Simulating Pairwise Comparisons

The crucial step of the optimization algorithm is the pairwise comparison. We de-
fine a metric to simulate human evaluation and simulate the pairwise comparison
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by comparing the metric values of two animations. The metric function for an an-
imation set GG is defined as:

n
metric(G) = Z [|cor(g}) — cor(gi)||§ /2n.
i=1

In this function G* = g7, ..., g represents a set of human motion for the corre-
sponding prosody, and G = g1, ..., g,. The function cor(g) is defined as:
Input: ¢

p < pitch(g)

i < intensity(g)

v — velocity(g)

a < acceleration(g)

return correlation(p, a),correlation(i,v)
where correlation(z,y) calculates the linear correlation of the two input se-
quences z and y. We proposed this metric under an assumption that the pitch
is more likely to be correlated with the movement acceleration and the inten-
sity is more likely to be correlated with the movement velocity. One possible
alternative is to directly compare the generated motion and the motion capture
data, but since the motion capture data only shows one instance of possible ges-
tures this explicit comparison can limit the variety of generated gestures. Thus,
we choose a more implicit comparison metric to increase the flexibility for the
gesture generation.

3 Experiments

We assessed our framework by conducting an experiment to analyze its perfor-
mance empirically. To train the gesture generator, we used a dataset originally
created for a different study that examined how audio and body motion affected
the perception of virtual conversations [3]. We followed the approach suggested
in [I] to extract the data. Unlike their configuration, we only use prosody fea-
tures as contextual information and exclude correlation parameters, as they did
not seem to improve the quality of generated gestures. There are a total of 1140
frames (38 seconds) of training data.

We trained the gesture generator with the HFCRBM training process, and
then used our optimization framework with the simulated pairwise comparison
described in subsection We used the training data applied in the HFCRBM
training process for the simulated comparison process, in which the gesture gen-
erator is requested to generate gestures with the prosody in the training data
and the generated gestures are compared with the corresponding motion cap-
ture data based on our defined metric. We ran the optimization loop for 1000
iterations, and the output of the simulation metric (can be understood as error
values) of each successive training iteration are shown in Figure. 2l After 1000
iterations, the value drops to less than half of the original value.

The experiment shows that the algorithm can effectively improve the genera-
tion result of the gesture generator. One limitation of this framework for gesture
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Fig. 2. Error values of the optimization process

generator is that when the model has many parameters, it requires a lot of itera-
tions for the optimization process to improve the results. For example, [10] uses
10° iterations to train their model for search ranking. Also, there is no guarantee
that the function we are optimizing is convex, which makes it necessary to try
several initializations to avoid local minimum. These two properties suggest that
we need a large number of pairwise comparisons to get promising results which
leads to expensive demands on human effort. A possible solution is to improve
the HFCRBM so that it can maintain similar quality in gesture generation by
using far fewer parameters. Another method is to introduce some heuristic func-
tion based on domain knowledge to narrow the search space. Further work needs
to be done before we can investigate the incorporation of real human judgment
into this framework.

4 Conclusions

This work seeks to address the common problem of existing machine learning
based gesture generators in which the training objective does not match the
naturalness criterion people expect for gesture generators. We have proposed
a framework to improve gesture generators with a naturalness criterion. The
framework lays a foundation for training gesture generators using a naturalness
criterion. Specifically, we applied our framework to improve a HFCRBM-based
gesture generator. The framework identifies a gradient that can improve the
model and updates the parameters iteratively. The optimization algorithm uses
the information from comparing two generated gesture animations, and the pair-
wise comparisons are simulated with a metric based on prosody and motion. The
efficacy of the framework is demonstrated in experiments that show significant
improvement of the HFCRBM-based gesture generator. The major limitation of
the framework is that the cost of the optimization process can become impracti-
cal when applied to gesture generators with too many parameters. Future work
needs to address this parameter problem before we can proceed with moving
from a simulated human judgments to actual human judgments.
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