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1 Introduction to probabilities, statistics

Figure 1: probabilities
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2 Bayesian networks. Inference example

Also called Belief networks or Probabilistic networks.

Figure 2: bayesian computation

Figure 3: bayesian computation

Figure 4: bayesian computation
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3 Bayesian networks. Factorization

Figure 5: bayesian network factorization

Figure 6: bayesian network factorization
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4 Complexity of generative models

• cut links or assume independence of components

Figure 7: reduce parameters

• share parameters

Figure 8: share parameters

• use parametrized models for conditional distribution instead of tables

Figure 9: parametrize conditional
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5 Conditional independence

Figure 10: conditional independence

Figure 11: conditional independence
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6 Inference in graphical models

Figure 12: graphical inference

Figure 13: graphical inference
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7 Factor graphs

Figure 14: Factor graph

Figure 15: Factor graph
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8 Belief propagation: sum-product algorithm

Figure 16: Sum-product algorithm

Figure 17: Sum-product algorithm

Figure 18: Sum-product algorithm
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Lets look at an example

Figure 19: Sum-product example

Figure 20: Sum-product example
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9 Max-sum algorithm

10 Junction trees. Loopy belief propogation
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