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Vocabulary Mismatch

Vocabulary mismatch is a fundamental challenge in IR: people use
different words to talk about the same thing.

The document representations in vector space and language models
are meant to represent the “topic” of a document, but have trouble
recognizing additional terms on the same topic. We've already looked
at term co-occurrence to try to address this.

Probabilistic topic models approach the problem by learning how
likely each term is to appear when a certain topic is discussed.



Topic Modeling

The main idea of topic modeling is to
learn a relatively small number of
topics which explain the text in a , .
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Topic Modeling

Each word in each document has an associated (latent) topic, so the document
has a probability distribution over topics P(z|d).
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Topic assignments here are numbers, and the contrast level indicates
the word’s probability of coming from the most common topic in the

document.



PLSA

Probabilistic Latent Semantic Analysis

(PLSA) is a very widely-used topic
model. It is a generative model, based N
on the following process. t " "
d w
1. Select a document d from the M

collection with probability P(d). M — number of documents

2. Select a latent topic z with probability N - document length

P(ld) d — document, selected with P(d)
z— topic, selected with P(z|d)
3. Generate a word w with probability w—word, selected with P(w|z)
P(w|2).

PLSA Likelihood

To train PLSA for a document collection, we need the likelihood of that
data. The log likelihood function is:

L= Zztfwmd 10gP dnawm)

n=1 m=1

P(d, w) = P(d)P(w|d) = ZPW\ P(z|d)

We choose parameters for the distributions P(d) , P(w|z), and P(z|d) that
maximize the expected log likelihood Epg, LI Of our training data using a
process known as Expectation Maximization (EM).



Training PLSA with EM

) Expectation (E) step:
To train PLSA, we keep track of four

distributions. We initialize to uniform P(z|d, w) = P(2) P(d|z) P(wlz)

|
distributions. Then we alternate >, P(Z)P(d|)P(w|Z')
between updating P(z|d,w) from the
others, and then updating the others
from P(zld,w) and the data. P(z) &< > tf, 4P(zld, w)

d

Each iteration increases the expected
log likelihood of the data. These steps P(d]z) o« Z HoaP(2ld; w)
are repeated until the distributions

converge. P(w]z) < Y ) " tf,.aP(2ld, w)
d w

Maximization (M) step:

Wrapping Up

Topic modeling seeks to represent topics as probability distributions
over the vocabulary, and thus to address vocabulary mismatch.

The resulting topics can be used as features for IR, for document
clustering, or for many other purposes.

PLSA is a commonly-used topic model that's easy to train and gives
reasonable performance.

Next, we'll see a selection of variations on this basic topic modeling
framework.
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Extending Topic Models

PLSA is the most basic probabilistic topic
model, and the idea has been usefully
extended in many ways.

* |ts probability estimates have been ‘7 ( j .

regularized to improve output quality, most d z Wy

notably by Latent Dirichlet Allocation (LDA). M
+ The document collection has been grouped M — number of documents

in various ways (e.g. by language or N - document length

publication date) to give topics more

d — document, selected with P(d)
N . z — topic, selected with P(z|d)
. Add!tlonal data can be |nlolluded, such as w — word, selected with P(wlz)
sentiment labels, to condition the
vocabulary distribution on new factors.

flexibility.



Latent Dirichlet Allocation

Latent Dirichlet Allocation regularizes B ()
PLSA by using Dirichlet priors for its %
Multinomial topic distributions. Most topic
models extend LDA, not PLSA. C\ /}A/\

Tl \_/
The distributions a and B are Bayesian o 0 z woN
posteriors, whose priors work like M
smoothing parameters to limit how M - number of documents
extreme the document and vocabulary N - document length
distributions can become. o — Multinomial dist. over documents

- o B — Multinomial dists. over words

The data likelihood is given by: 6 — document, selected with P(d|a)

z — topic, selected with P(z]0)
> dd w—word, selected with P(wlz, B)

M Ny
P(Dla,B) = | / p(9dla) <H2p(zlﬁd)p<wnz7 B)
d=1

n=1 z

David M. Blei, Andrew Y. Ng, and Michael |. Jordan. 2003. Latent dirichlet allocation.

Dynamic Topic Models

Language usage changes over time, Qa Qa a
due to vocabulary drift and

communities’ changing interests. é}e é) o

Dynamic Topic Models capture that

time goes on.

o
change by learning how topics drift as 2 2 iz

w w
Documents are grouped into time steps, N N N
according to their publication dates. A A 4
O O O
o 1\
The distributions over vocabulary and B B B K
documents, a and B, are constrained to Three time steps of the model. o and B drift
drift only gradually from the distributions slightly in each time step.

in the preceding time step.

David M. Blei and John D. Lafferty. 2006. Dynamic topic models.



Topics over Time

The resulting topics show how language usage changes within each topic.
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1881 On Matter as a form of Energy

1892 Non-Euclidean Geometry

1900 On Kathode Rays and Some Related Phenomena

1917 “Keep Your Eye on the Ball"

1920 The Arrangement of Atoms in Some Common Metals

1933 Studies in Nuclear Physics

1943 Aristotle, Newton, Einstein. Il

1950 Instrumentation for Radioactivity

1965 Lasers

1975 Particle Physics: Evidence for Magnetic Monopole Obtained
1985 Fermilab Tests its Antiproton Factory

1999 Quantum Computing with Electrons Floating on Liquid Helium

David M. Blei and John D. Lafferty. 2006. Dynamic topic models.

Polylingual Topic Models

Can we learn how topics are expressed
by speakers of different languages?

Polylingual Topic Models accomplish
this by training on a collection of
document tuples: each tuple has a
representative document from each
language.

Tuples may be translations, or just
Wikipedia pages in each language —
even though they don'’t cover the same
subtopics.

@ Or®
L

D T

0 is a tuple of related documents, one in each language.
@ is a language-specific vocabulary distribution.

David Mimno, Hanna M. Wallach, Jason Naradowsky, David A. Smith, and Andrew McCallum. 2009. Polylingual topic models.



Polylingual Topic Models

Two topics from EU Parliament Proceedings Two topics from Wikipedia
(direct translations) (related pages)
. ) CY bardd gerddi iaith beirdd fardd gymraeg
DA - centralbank europzeiske SCb,..S fan ce_mralb_a_nks DE dichter schriftsteller literatur gedichte gedicht werk
DE zentralbank ezb bank européischen investitionsbank darlehen EL , P , A ,
EL Tpdnela TpAnelag KEVIPIKN EKT KEVTPLKAG TPATELE] rnomme nom:s‘r] notnm. £PYO TOINTEG TOINHATA
EN bank central ecbh banks european monetary EN poet poetry literature literary poems poem
ES banco central europeo bce bancos centrales FA 1 ool (eusls wlual pa el
FI  keskuspankin ekp n euroopan keskuspankki eip FI  runoilija kirjailija kirjallisuuden kirjoitti runo julkaisi
FR banque centrale bce européenne banques monétaire FR poéte écrivain littérature poésie littéraire ses
IT banca centrale bce europea banche prestiti HE 2Mwnn DY 191D A1Y M9 1Men
NL - bank centrale ecb europese banken leningen IT  poeta letteratura poesia opere versi poema
PT banco central europeu bce bancos empréstimos . L A
PL poeta literatury poezji pisarz in jego

SV centralbanken europeiska ecb centralbankens s lan
RU noaT ero nucatenb nuTepaTypbl No33un apamatypr

DA born familie udnyttelse barns bernene seksuel TR sair edebiyat siir yazar edebiyati adl

DE kinder kindern familie ausbeutung familien eltern CY sadwrn blaned gallair at lloeren mytholeg

EL maidid madidv olKoyEVELd OIKOYEVELAG YOVE(G TASIKNG DE space nasa sojus flug mission

EN children family child sexual families exploitation EL & b st A I

ES nifios familia hijos sexual infantil menores lﬂGT]’]pl.KO .s S nasa ayy sm.a

FI  lasten lapsia lapset perheen lapsen lapsiin EN space mission launch satellite nasa spacecraft
FR enfants famille enfant parents exploitation familles FA  o)lsale 0p5iliad jlas Ll cuysale (plad

IT  bambini famiglia figli minori sessuale sfruttamento Fl  sojuz nasa apollo ensimmadinen space lento

NL  kinderen kind gezin seksuele ouders familie FR spatiale mission orbite mars satellite spatial

PT criangas familia filhos sexual crianga infantil HE nMomn X M2 99N yann Y9nn

SV barn barnen familjen sexuellt familj utnyttjande IT  spaziale missione programma space sojuz stazione

PL misja kosmicznej stacji misji space nasa
RU  KOCMUYeCKUii COI03 KOCMUYECKOro CMYyTHUK CTaHLuM
TR uzay soyuz ay uzaya salyut sovyetler

Wrapping Up

There are many ways to group documents or include additional data to
extend topic modeling. The resulting topics are useful for data
exploration and categorization.

Topic models are not sufficient alone to yield good IR ranking
performance, but they are a useful set of supplementary features for
document understanding.

Next, we'll look at how to cluster documents together using any set of
features.



