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Abstract

Let G be the special linear group SL(2,q). We show that if (aj,...,a;) and
(b1,...,b;) are sampled uniformly from large subsets A and B of G! then their in-
terleaved product ajbjasbs - - - a;b; is nearly uniform over G. This extends a result of
the first author [Gow08], which corresponds to the independent case where A and B
are product sets. We obtain a number of other results. For example, we show that if
X is a probability distribution on G™ such that any two coordinates are uniform in
G?, then a pointwise product of s independent copies of X is nearly uniform in G™,
where s depends on m only. Extensions to other groups are also discussed.

We obtain closely related results in communication complexity, which is the set-
ting where some of these questions were first asked by Miles and Viola [MV13]. For
example, suppose party A; of k parties A1,..., A receives on its forehead a t-tuple
(a1, ...,ai) of elements from G. The parties are promised that the interleaved prod-
uct @iy ...ag1G12..-ak2 ... G1¢ ... 4 1S equal either to the identity e or to some other
fixed element g € GG, and their goal is to determine which of the two the product is
equal to. We show that for all fixed k and all sufficiently large ¢ the communication
is Q(tlog |G|), which is tight. Even for & = 2 the previous best lower bound was €().
As an application, we establish the security of the leakage-resilient circuits studied by
Miles and Viola [MV13] in the “only computation leaks” model.

*Preliminary versions of this paper have appeared as [GV15, GV16].
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1 Introduction and our results

Let G be a finite group. All our results are asymptotic in the size of the group, so G should
be considered large. Suppose we have m probability distributions X; over G, each of high
entropy. For this discussion, we can think of each X; as being uniform over a constant
fraction of G. We will first consider the case where the X; are independent, and later we
will throw in dependencies.

If we sample x; from X; and output the product z; ...z, the resulting distribution
D =1]..,, X is the convolution of the distributions X;. Our aim is to show that D closely
approximates the uniform distribution on G. More precisely, we ask for the approximation
to be uniform: we would like to show that

IP[D = g] = 1/|G|| < €¢/1G,

for every g € G. Such a bound guarantees in particular that D is supported over the entire
group. It also immediately implies that D is e-close to uniform in statistical distance, that
is, in the ¢; norm.

The above goal has many applications in group theory, see for example [Gow08, BNP0S]
and the citations therein. As discussed later, it is also closely related to problems in com-
munication complexity and cryptography.

As a warm-up, consider the case m = 2. Here we have only two distributions X and Y,
and it is easy to see that XY does not mix, no matter which group is considered. Indeed,
let X be uniform over an arbitrary subset S of G of density 1/2, and let Y be (uniform
over) the set of the same density consisting of all the elements in G except the inverses of
the elements in S, i.e., Y := G\ S~ It is easy to see that XY never equals 1. (In some
groups we get a good ¢, approximation, so when we say that XY does not mix we mean in
the uniform sense mentioned above.)

Now consider the case m = 3, so we have three distributions X, Y, and Z. Here the
answer depends on the group G. It is easy to see that if G has a large non-trivial subgroup H
then D := XY Z does not mix. Indeed, we can just let each distribution be uniform over H.
It is also easy to see that X +Y 4 Z does not mix over the abelian group Z,. For example,
if X =Y = Z are uniform over {0, 1,...,p/4} then X +Y + Z is never equal to p — 1.

However, for other groups it is possible to establish a good bound. This was shown by
Gowers [Gow08]. The following version of the result was given by Babai, Nikolov, and Pyber.
The inequality can be stated in terms of the 2-norm of the probability distributions. In this
paper we shall use two different normalizations of the 2-norm, so to avoid confusion we shall
use different notation for the two.

Notation 1.1. Let G be a finite group and let v : G — R. We denote by ||v||2 the €y norm
Y .v(x)? of v and by ||v| L, the Ly norm \/E,v(x)? of v. Here E denotes the average
over G.

The inequality of Babai, Nikolov, and Pyber is the following.



Theorem 1.2 ([BNPO08]). Let G be a finite group and let X and Y be two independent
distributions over G with product D. Let U be the uniform distribution over G. Then

1D =Ullz < [ X|2[[Y]2V/IG]/d,
where d is the minimum dimension of a non-trivial representation of G.

It is also essentially present in [Gow08] as Lemma 3.2: there the inequality is stated (in an
equivalent form) in the case where one of the two distributions is uniform over a subset of G,
but the proof yields the more general result with hardly any modification. (Babai, Nikolov
and Pyber give a slightly different argument, however, and it was subsequently observed by
several people that there is a short and natural proof using non-abelian Fourier analysis.)

From Theorem 1.2 and the Cauchy-Schwarz inequality one can immediately deduce the
following inequality for three distributions, where a uniform bound is obtained.

Theorem 1.3 ([BNPO8]). Let G be a group, and let g be an element of G. Let X, Y, and
Z be three independent distributions over G. Then

IPIXYZ =g] - 1/|G|| < [ X[l Y212 1[2v/1G]/d,
where d 1s the minimum dimension of a non-trivial representation of G.

When each distribution is uniform over a constant fraction of G, the right-hand side
becomes

O(d2)/1G].

Note that the parameter € in our goal above then becomes O(d~'/2). We mention that for
any non-abelian simple group we have d > y/log|G|/2, whereas for G the special linear
group SL(2, q) we have d > |G|/3, cf. [Gow08]. In particular, for G = SL(2, ¢) we have that
XY Z is e-close to uniform over the group, where € = 1/|G|~%). Later we shall also give an
alternative proof of this last bound.

Dependent distributions. In this paper we consider the seemingly more difficult case
where there may be dependencies across the X;. To set the scene, consider three distributions
A, Y, and A’, where A and A" may be dependent, but Y is independent of (A, A’). Must
the distribution AY A’ mix? It is not hard to see that the answer is no. Indeed, let Y be
uniformly distributed over an arbitrary set S of density 1/2. We may now define (A, A’)
to be uniformly distributed over all pairs (z,y) such that 1¢ ¢ xSy. Then the marginal
distributions A and A’ are both uniform over the whole of G, but AY A" is never equal to
1e.

One of our main results is that mixing does, however, occur for distributions of the form
ABA'B’, where A and A’ are dependent, and B and B’ are also dependent, but (A, A") and
(B, B') are independent. Moreover, if we look at interleaved products of longer tuples, then
the bound scales in the desired way with the length ¢ of the tuples.



Definition 1.4. The interleaved product aeb of two tuples (a1, as, .. .,a;) and (by,bs, ..., b)
1s defined as
aeb:=abiashs - - - ab;.

Theorem 1.5. Let G = SL(2,q). Let A, B C G" have densities « and [ respectively. Let
g € G. If a and b are selected uniformly from A and B we have

[Plaeb=g]—1/IG|| < (af)"|GI"™/|G].

In particular, the distribution a e b is at most (a3)~G|~*® away from uniform in
statistical distance. Here (¢) denotes a function that is bounded below by ct for some
c>0.

For the case of t = 2 we obtain a result that applies to arbitrary distributions and is

sharper: the factor 1/a/ is improved to /1/af.

Theorem 1.6. Let G be the group SL(2,q). Let u and v be two independent distributions
over G?. Let a be sampled according to u and b according to v. Then, for every g € G,

[Paslaeb=g] = 1/|G|| <~|G| - ||lull2llv]],
where vy can be taken to be of the form |G|~%W).

To get a feel for what this bound is saying, note that if 4 and v are uniform over subsets
of G? of densities a and (3, respectively, then |jull; = (a|G[*)~Y2 and ||v|, = (8|G|?)~Y2,
and so the upper bound is (a3)~'/2v/|G|. Thus, in general we get a good uniform bound
provided that a3 is significantly greater than +2, so for the v above we can take o and 3 as
small as |G| =4V,

From Theorem 1.6 we obtain a number of other results which we now describe. Call a
distribution over G™ pairwise uniform if any two coordinates are uniform in G%. We show
that the product of a sufficiently large number of pairwise uniform distributions over G™ is
close to uniform over the entire space G™.

Theorem 1.7. Let G = SL(2,q). For every m > 2 there exists v such that the following
18 true. Let py, ..., u, be pairwise uniform distributions on G™. Let u be the distribution
obtained by taking the pointwise product of random samples from the ;. Then p is 1/|G)|
close in statistical distance to the uniform distribution over G™.

As we shall see later, the parameter 1/|G| is not too important in the sense that it can
be made smaller by making r larger. Note that the assumption that the distributions are
pairwise uniform cannot be relaxed to the assumption that each coordinate is uniform. A
simple counterexample is to take each u; to be uniform on the set of points of the form
(x,z,...,x).

As mentioned earlier, our results also imply a special case of Theorem 1.3. Recall that
the latter bounds the distance between XY Z and uniform. Our Theorem 1.5 with ¢ = 2
immediately implies a similar result but with four distributions, i.e., a bound on the distance



of WXY Z from uniform. To obtain a result about three distributions like Theorem 1.3 we
make a simple and general observation that mixing in four steps implies mixing in three, see
§6. Thus we recover, up to polynomial factors, the bound in Theorem 1.3 for the special
case of G = SL(2, ¢). Unlike the original proofs, ours avoids representation theory.

A more significant benefit of our proof is that it applies to other settings. For example,
in the next theorem we can prove the XY Z result even if one of the distribution is dense
only within a conjugacy class, as opposed to the whole group.

Theorem 1.8. Let G = SL(2,q). For all but O(1) conjugacy classes S of G the following
holds. Let A be a subset of S of density |A|/|S| = a. Let B and C be subsets of G of
densities |B|/|G| = B and |C|/|G| = v. Pick a, b, and ¢ uniformly and independently from
A, B, and C respectively. Let g € G. Then |Plabc = g] — 1/|G|| < (aBy)7HG|7*W/|G.

We show that theorems 1.5, 1.6, and 1.7 above, and Theorem 1.11 in §1.1 hold for any
group G that satisfies a certain condition about conjugacy classes. We then prove that that
condition is satisfied for SL(2,¢). In order to state the condition, we need some notation.

Notation 1.9. Let G be a group. For x € G we write C(x) for the uniform distribution on
the conjugacy class of x, i.e., the distribution u™‘zu for uniform uw € G. Different occurrences
of C correspond to independent choices of u.

The theorem below states that the condition is satisfied (so the condition is the conclusion
of the theorem).

Theorem 1.10. Let G = SL(2,q) and let a € G. Then
EpyecP[Clab™")C(b) = C(ab™")C(t)] < (1+7)/IG|
with v = |G|~HY.

Actually for our results we only need this theorem when a is uniform over G. We note
that the left-hand side of the inequality above is the collision probability of the distribution
C(ab™1)C(b) for uniform b € G.

We conjectured [GV15, GV16] that Theorem 1.10 holds for all groups of Lie type of
bounded rank, and that a weaker version of Theorem 1.10 holds for all non-abelian simple
groups. After our work, Shalev confirmed this [Shal6]. As a consequence, theorems 1.5, 1.6,
1.7, and 1.11 hold as stated for groups of Lie type of bounded rank, and weaker versions
of theorems 1.5, 1.6, 1.7, and 1.11 hold for all non-abelian simple groups. This improves
on a result in [GV15] which also applied to all non-abelian simple groups. For a concrete
example consider the alternating group. For this group [Shal6] proves a bound of the same
form as that of Theorem 1.10 but with v = 1/1log™" |G|. This yields Theorem 1.6 for the
alternating group with this weaker . Miles and Viola [MV13] show that this result is best
possible up to the constant in the (1), and so the same applies to the result in [Shal6]
about the alternating group.

Our results above are closely related to results in communication complexity, which is
the setting in which some of them were originally asked [MV13]. We discuss this perspective
next.



1.1 Communication complexity

Computing the product [],., g; of a given tuple (g, ..., ) of elements from a group G is
a fundamental task. This is for two reasons. First, depending on the group, this task is
complete for various complexity classes [KMR66, CM87, Bar89, BC92, 1195, Mill4]. For
example, Barrington’s famous result [Bar89] shows that it is complete for NC! whenever
the group is non-solvable, a result which disproved previous conjectures. Moreover, the
reduction in this result is very efficient: a projection. The second reason is that such group
products can be randomly self-reduced [Bab87, Kil88], again in a very efficient way. The
combination of completeness and self-reducibility makes group products extremely versatile,
see e.g. [FKN94, ATK06, GGH™08, MV 13].

Still, some basic open questions remain regarding the complexity of iterated group prod-
ucts. Here we study a communication complexity question raised by Miles and Viola in
[IMV13], which was the starting point of our work. This question is interesting already in
Yao’s basic 2-party communication model [Yao79]. However we will be able to answer it
even in the multiparty number-on-forehead model [CFL83]. So we now describe the latter.
For background, see the book [KN97]. There are k parties Ay, ..., Ay who wish to compute
the value f(z1,...,2x) of some function of k£ variables, where each x; belongs to some set
X;. The party A; knows the values of all the x; apart from z; (one can think of x; as being
written on A;’s forehead). They write bits on a blackboard according to some protocol: the
communication complexity of f is the smallest number of bits they will need to write in the
worst case.

The overlap of information makes proving lower bounds in this model useful and chal-
lenging. Useful, because such bounds find a striking variety of applications; see for example
the book [KN97] for some of the earlier ones. This paper adds to the list an application to
cryptography. Challenging, because obtaining a lower bound even for & = 3 parties typically
requires different techniques from those that may work for k = 2 parties. This is reflected
in the sequence of papers [GV15, GV16] leading to the present one.

In this paper we consider the following problem, posed in [MV13]. Each z; is a sequence
(@1, ...,ay) of t group elements, and we define their interleaved product to be

T1092L9@®: -0 —=A11...01Q12...02 .. .A1¢ ... Ak,

which we shall sometimes write as H§'=1 aij . ..agj. In other words, the entire input is a k x ¢
matrix of elements from G, party i knows all the elements except those in row ¢, and the
interleaved product is the product in column order. The parties are told that z; e---exy is
equal either to the identity e or to a specified group element g, and their job is to determine
which.

If the group is abelian the problem can be solved with communication O(1) by just two
players, using the public-coin protocol for equality. Over certain other groups a communi-
cation lower bound of ¢/2°%) follows via [Bar89] from the lower bound in [CG88, BNS92]
for generalized inner product; cf. [MV13]. However, this bound does not improve with the
size of the group. In particular it is far from the (trivial) upper bound of O(tlog|G]), and it



gives nothing when ¢t = O(1). We stress that no better results were known even for the case
of k = 2 parties.

Motivated by a cryptographic application which is reviewed below, the paper [MV13]
asks whether a lower bound that grows with the size of the group, ideally Q(¢log|G|), can
be established over some group G.

Here we show that if ¢ > b*" where b is a certain constant, then the communication is at
least (¢/b*")1log |G|, even for randomized protocols that are merely required to offer a small
advantage over random guessing. In particular, for all fixed k& and all sufficiently large ¢ we
obtain an Q(tlog|G|) lower bound, which is tight.

Theorem 1.11. There is a constant b such that the following holds. Let G = SL(2,q).
Let P : G*t — {0,1} be a c-bit k-party number-on-forehead communication protocol. For
g € G denote by p, the probability that P outputs 1 over a uniform input (a;;)i<kj<¢ Such
that H;Zl aij...ax; = g. For any two g,h € G we have:

(1) For any k, if t > b*" then Py — pn| < 2¢- ’G‘—t/ka.
(2) For k =2, if t > 2 then |p, — pn| < 2¢-|G|7Y/°.

We note that the problem for ¢ = 1 can be solved with O(1) communication using
the public-coin protocol for equality, cf. [KN97]. The same technique solves with O(1)
communication the variant of the ¢ = 2 case where one element, say a;, is fixed to the
identity. For k = 2 parties we show that the case t = 2 is hard; for £ > 2 it remains open to
determine what is the smallest ¢ for which the problem is hard.

We conjecture that the doubly-exponential 2" terms in Theorem 1.11 can be replaced
with the singly exponential *. This would match the state-of-the-art lower bounds [BNS92].
In fact, we make a much bolder conjecture. Let us first review the context. A central open
problem in number-on-forehead communication complexity is to prove lower bounds when
the number of players is more than logarithmic in the input length, cf. [KN97]. Moreover,
there is a shortage of candidate hard functions, thanks to the many clever protocols that
have been obtained [Gro94, BGKLO03, PRS97, Amb96, AL00, ACFN12, CS14], which in
some cases show that previous candidates are easy. One candidate by Raz [Raz00] that still
stands is computing one entry of the multiplication of k n x n matrices over GF(2). He
proves [BNS92J-like bounds for it, and further believes that this remains hard even for k
much larger than logn. Our setting is different, for example because we multiply more than
k matrices and the matrices can be smaller.

We conjecture that over any non-abelian simple group, the interleaved product remains
hard even when the number of parties is more than logarithmic in the input length. We
note that this conjecture is interesting even for a group of constant size and for deterministic
protocols that compute the whole product (as opposed to protocols that distinguish with
some advantage tuples that multiply to g from those that multiply to h). We are unaware
of upper bounds for this problem.

For context, we mention that the works [BGKLO03, PRS97, Amb96, ALOO] consider the
so-called generalized addressing function. Here, the first &k — 1 parties receive an element g;
from a group G, and the last party receives a map f from G to {0,1}. The goal is to output



f(g192 - gr—1). For any k > 2, this task can be solved with communication log |G|+ 1. Note
that this is logarithmic in the input length to the function which is |G| + (k — 1) log |G|. By
contrast, for interleaved products we prove and conjecture bounds that are linear in the input
length. The generalized addressing function is more interesting in restricted communication
models, which is the focus of those papers.

Application to leakage-resilient cryptography. We now informally describe the ap-
plication to cryptography we alluded to before — for formal definitions and extra discussion
we refer the reader to [MV13]. Also motivated by successful attacks on cryptographic hard-
ware, an exciting line of work known as leakage-resilient cryptography considers models in
which the adversary obtains more information from cryptographic algorithms than just their
input/output behavior. Starting with [I[SWO03], a general goal in this area is to compile any
circuit into a new “shielded” circuit that is secure even if an adversary can obtain partial in-
formation about the values carried by the internal wires of the circuit during the computation
on inputs of their choosing. This partial information can be modeled in two ways.

One way is the “only computation leaks” model [MRO4]. Here the compiled circuit is
partitioned (by the compiler) into topologically ordered sets of wires, i.e. in such a way that
the value of each wire depends only on wires in its set or in sets preceding it. Goldwasser
and Rothblum [GR12] give a construction that is secure against any leakage function that
operates separately on each set, as long as the function has bounded output length.

Another way is the “computationally bounded model,” where the leakage function has
access to all wires simultaneously but it is computationally restricted [FRR*10].

The paper [MV13] gives a new construction of leakage-resilient circuits based on group
products. This construction enjoys strong security properties in the “computationally bounded
model” [MV13, Mill4]. Moreover, the construction was shown to be secure even in the “only
computation leaks” model assuming that a lower bound such as that in Theorem 1.11 spe-
cialized to k = 8 parties holds.

In this work we obtain such bounds and thus we also obtain the following corollary.

Corollary 1.12. The leakage-resilient construction in [MV13] is secure in the “only com-
putation leaks” model.

Proof. Combine Theorem 1.11 with Theorem 1.7 in [MV13]. O

This corollary completes the program of proving that the construction in [MV13] is secure
in both the “only computation leaks” and the “computationally bounded” models. It seems
to be the first construction to achieve this.

Organization. This paper is organized as follows. In §2 we exhibit a series of reductions,
valid in all groups, that reduce proving Theorem 1.6 to Theorem 1.10. In §3 we use Theorem
1.6 to prove Theorem 1.7. Then in §4 we use Theorem 1.7 to prove the communication-
complexity lower bounds in Theorem 1.11. We also give some simple equivalences between
mixing and communication complexity, yielding the mixing Theorem 1.5. Finally, Theorem



1.10 is proved in §5. In §6 we give an alternative proof of Theorem 1.3 for SL(2,q), and also
prove Theorem 1.8.

2 Reducing Theorem 1.6 to Theorem 1.10

In this section we prove that Theorem 1.6 follows from Theorem 1.10. We need a definition
and a couple of lemmas. Here it is convenient to work with Ls-norms instead of fs-norms,
and other norms we discuss will also be defined using averages rather than sums.

Definition 2.1 (Box norm). Let f: X3 x Xy X -+ X Xi — R be a function. Define the box
norm || f||o of f as

||f|| .1’11‘11‘21‘2 H fx17“ )

66{0 1}k

In this section we only use the box norm with £ = 2 but later we will need larger k as
well.

The first lemma is standard and says that a function with small box norm has small
correlation with functions of the form (z,y) — u(z)v(y).

Lemma 2.2. Let X andY be finite sets, letu: X — R, letv:Y — Randlet f: XxY — R.
Then

|Eqy f (2, y)u(x)o(y)| < [ fllollull, |v] .-
Proof. The proof uses two applications of the Cauchy-Schwarz inequality. We have
(B f (2, y)u(@)v(y)* = (Bou(@)E, f (2, y)v(y))?)?
< ((Bpu(@)*)(Ee (B, f (2, y)v(y))*)?
= |lullz, (Byyv(y ) (’) Eof(z.y)f ( )2
< lullz, (B y'y'v( ¥)?) (Byy (Eof (z,y) f(2,9))?)
= IIUH‘EQIIUIIZHJ‘HD

The result follows on taking fourth roots. m

If we do not have a bound for || f||g, the next lemma shows that we can still bound the
correlation by bounding || f 7|0

Lemma 2.3. Let X andY be finite sets, letu: X — R, letv:Y — Randlet f: XxY — R.
Let g : X x X — R be defined by g(z,2") =E, f(z,y)f(2',y). Then

1/2
[y f (2, y)u(@)o()] < lgllef el z. o] 2.



Proof. We have

(Eayf (@, y)u(@)v(y))” = (Eyv(y)Eof (2, y)u(x))*
V)P, (B f (z,y)u(x))*
VL, Bow (By f (2, 9) f (2", y) Ju(@)u(z’).

VL, Eawg(a, 2 )u(z)u(z’).

But by Lemma 2.2 this is at most ||v[|7,]|g/|ol|u]|7,, which proves the lemma. O

(Ey
< (&,

We also use the following lemma about how the box norm is affected by adding a constant
function.

Lemma 2.4. Let X and Y be finite sets and let F': X xY — R. Suppose that E,F(x,y) =§
for every x and E,F(x,y) = § for every y. For each x € X andy € Y let f(z,y) =
F(z,y) — 6. Then ||fl5 = [IFIIG -

Proof. We have F(x,y) = f(x,y) + ¢ for every x and y. If we make this substitution into
the expression

By w iy F (2, 9) F(z, Y ) F (2, y) F (2, o),
then we obtain 16 terms, of which two are

EI,I’,y,y’f(x7 y)f(xv y/)f(]",) y)f(ﬂf,, y,)

and §%. All remaining terms involve at least one variable that occurs exactly once. Since
E, f(z,y) = 0 for every x and E, f(x,y) = 0 for every y, all such terms are zero. The result
follows. o

Now we are ready for the proof.

Proof of Theorem 1.6 assuming Theorem 1.10. It suffices to prove the theorem in the case
where ¢ is the identity element. Let us pick a and b uniformly, and note that what we want
to bound equals

|GI* Eap(T(a,0) — 1/|Gl)u(a)v(b)],
where I'(a, b) is the indicator function of a @ b = 1. Letting

f(aa b) = F(CL, b) - 1/|G’7

and
gz, 2") =By f(x,y) f(',y),

Lemma 2.3 gives an upper bound of
1/2 1/2
Gl Nullzallol s = 1GNP Nulla w2

Now let us define
Az, ") == E,I'(z,y)I'(2,y).
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Note that for each x,
EvA(z,2") = Ep U2, y)T(2',y) = E,L (2, ) E.T(2, y) = 1/|G]*.

By symmetry, E,A(z,z’') = 1/|G|* for every x’ as well. Moreover, g differs from A by a
constant: g(z,z") = A(z,z’) — 1/|G|? for every x,z’ because

g(w,2') = By f(z,9) f (', y) = Ey(I'(z,y) — 1/|G)T (", y) = 1/|G])
=E,l(z,y)L (2", y) = 1/|G" = Az,2') — 1/|G]*.

Hence we can apply Lemma 2.4 with F' replaced by A, § replaced by 1/|GJ?, and f
replaced by ¢ to obtain
lglld® < (IAlIG = 1/1G1%).
Thus it remains to show
IAIIG < (1 +7)/IG.
Note that
AL = Ep o (E.A (7, 2)A(2, 2))? = Ep o (E.A(z, 2) A2, 7)),

where the first equality follows by the definition of the box norm, and the second by the fact
that A is symmetric.

Now we fix x and 2’ and consider E,A(z, 2)A(z,2") = E, , ,I'(z, y)I'(z,y)I'(z, ¥ (2, ).
This is the probability, for a randomly chosen z,y, vy’ that

! ! V2SR AN A |
T1Y1X2Y2 = Z1Y122Y2 = Z1Y1R22Yy = T1Y1ToYy = €,

which is |G|? times the probability that z,y,29 = 219122 and 213 20 = x|y 7).

These last two equations can be rewritten as

yi e s = 2
Yt sz = b

By plugging the first equation in the second, and right-multiplying by x,', we obtain
that our probability is 1/|G| times the probability that

/—1_/—1 /o —1_-—1 -1
Y1 1 AU A Tl = Tay

We rewrite this as
C(2 7 2)C(2y ) = whay .

So we have shown that for every z and z’:

/ 1 /— — -
E. Az, 2)A(2', 2) = |G—|3]P’Z[C(xl 121)C(z1 1351) = Toy 1].

And consequently
IA[IE = 1G] Eewr (P2 [C(z 21)Cl27 ' 21) = w237 ])%.
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Thus it remains to show that the expectation in the right-hand side is at most (1+7)/|G|*.
By introducing variables ¢ = zhzy,', b = 27 'z, and a = 2 'z; we can rewrite the
expectation as
E, (P, [C(ab™")C(b) = c])*.

Multiplying by |G|, it remains to show that
> Ea(B[Clab™)C(b) = ) < (1 +7)/|G].

This follows from Theorem 1.10, which concludes the proof. O

3 Boosting pairwise independence

In this section we prove Theorem 1.7 from the introduction. Actually, we prove a slightly
stronger statement, Corollary 3.4 below, which will be used later. First we fix some notation.
Throughout the section G is the group SL(2,¢) and |G| = n. For a real-valued function f,
its (s, and ¢, norms are respectively || f|lc = max, [f(z)|, and ||f||s = >_, |f(z)]. Next we
define the measure of closeness to uniform that we will work with.

Definition 3.1. A distribution D on G™ is (e, k)-good if for any 1 < iy < -+ < ip < m
and any gi,...,gr € G, the probability, when x is sampled randomly from D, that x;; = g,
for j=1,... k is between (1 —e)n=" and (1 + e)n~*.

To relate this definition to that of statistical distance, note that if a distribution D on G™
is (¢, k)-good then the projection of D to any k coordinates is e-close to uniform in statistical
distance.

The main technical result shows how to go from pairwise independence to three-wise
independence. We write * for convolution, and note that the convolution of two distributions
1 and v is the same as the distribution obtained by sampling independently from p and v
and outputting the product.

Theorem 3.2. There is an integer d > 2 such that the following holds. Let uq, ..., uq be
(1/+/n,2)-good probability distributions on G®. Then py * - - - * jiq is (1/n?, 3)-good.

The choice of polynomials 1/y/n and 1/n? will be convenient in a later proof by induction,
but is not too important. Indeed, any bound of this type can be quickly improved if one
makes the products slightly longer, as shown by the following lemma which we will use
several times.

Lemma 3.3. Let u and v be (e, k)-good probability distributions on G™. Then u * v is
(€2, k)-good.

Proof. The convolution of the projection of the distributions on to any k coordinates is the
same as the projection of the convolution, so it is enough to consider the case m = k. Let

11



H be any finite group (we shall be interested in the case H = G*), let U be the uniform
distribution on H, and let p and v be distributions on H such that ||z — Ul|s and [|[v — Ul|s
are both at most €¢/n. Let « = u— U and = v — U. Then for every x we have

pevta) = X (G +a) (5+06)) = 5+ X e

Yz=T

where the second inequality follows from the fact that o and (§ are functions that sum to
Zero.

But [ Y,._, a(y)B(2)] < n(e/n)* = € /n, from which it follows that ||+ — Ul < €*/n.
Applying this when H = G* we obtain the result. O]

Using the above two results and induction we obtain the following simple corollary of
Theorem 3.2.

Corollary 3.4. There is an integer d > 2 such that the following holds. Let m > 3, and let
[y -y pgm be (1/n,2)-good probability distributions on G™, where |G| = n. Then py*- - - figm
is (1/n,m)-good.

Proof of Corollary 3.4 from Theorem 3.2. In the proof we use that (e, k)-good implies (€, k—
1)-good, as can be seen by summing on one coordinate. We prove the corollary by induction
on m. For m = 3 this is Theorem 3.2. Now we assume the corollary for m — 1 and prove it
for m. Let v;, 4 = 1,...,d, be the product of d™~! consecutive p;. For an element y of G™
we write y° for the first m — 3 coordinates, and y' for the other three. Pick any x € G™. We
need to bound Py * - - - x vy = x], which equals

Plof sy =2 W% 0 =2 PRy - %) =27 (1)

By induction, each v is (1/n,m — 3)-good, so Lemma 3.3 gives us that v * --- % 1/ is
(1/n* m — 3)-good. Thus, the second term in expression (1) lies between (1 — 1/n?)/n™3
and (1 + 1/n?)/n™3.

Now we bound the conditional probability in Equation (1). Let a; be the distribution
v} on G® conditioned on any fixing of v?. We claim that «; is (1/4/n,2)-good. Indeed, by
assumption the probability p that two coordinates of «; equal any fixed pair satisfies

(L= 1/n)/nm? (1+ 1/n)
L+ 1/n)/ums == (T 1/n) fom

<p<

which implies
1-1/y/n <p< 14+1/v/n
n? n?
for large enough n.
Hence, by Theorem 3.2 the convolution of the «; is (1/n?,3)-good.
Putting together these bounds for the two factors in the expression (1) we get that the
product lies between (1 —1/n%)?/n™ and (1 + 1/n?)?/n™, from which the result follows. [
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We remark that this corollary implies Theorem 1.7 stated in the introduction.

The rest of this section is devoted to the proof of Theorem 3.2. To prove the theorem
we show that if we convolve pairwise uniform distributions over G*, then we reduce their /.
norm. To get a sense of the parameters, note that the assumption of pairwise uniformity
implies an upper bound of 1/n? on this norm, and that the minimum possible value is 1/n?.
So we are aiming to use convolutions to get down from 1/n? to about 1/n3. Actually, it is
more convenient to work with the /5 norm, but by convolving again we can return to the ¢
norm thanks to the following simple fact.

Fact 3.5. For any distributions p and v it holds that ||p * vl < ||it]2]|¥]]2-

Proof. For any x, p*v(x) = > u(y)v(y 'z) < \/Zy u(y)Q\/Zy v(y)?, using the Cauchy-
Schwarz inequality. O

We now state and prove the flattening lemma.

Lemma 3.6. Let i and v be two non-negative functions defined on G* and suppose that
however you fix two coordinates of one of the functions and sum over the third, the total is

at most n=2. Then ||u*v||2 < n=3 + 0720 /][ 1] so]|V|co-

Proof. Expanding out the definition of ||y * v||3 we obtain

Z Z Z (@, w2, 23)v (Y1, Y2, y3) (21, 22, 23)v (w1, wa, w3).

T1Y1=21W1 T2Y2=22W2 T3Y3=23W3

We can rewrite this as

Z Z p(z1a, T2, 13)v (Y1, byz, ys) (@1, 220, z3)v(ayy, ya, ws).

a,b,1,T2,y1,y2 T3Y3=23W3

By averaging, it follows that there exist x1, x2, 31,y such that

H/I’*VHg S n42 Z /1/(3710/, x27x3)y(y17by27y3)/1’('r17x2b7 Z3)”(a’y17y27w3)' (2)

a,b x3ys=z3ws

Define a(a,x) to be u(zia, s, x), B(b,y) to be v(y1,by2,y), v(b, z) to be pu(xy,z2b,2z) and
d(a,w) to be v(ay, ys, w). Then we can rewrite this inequality as

s vls <n'y " > ala,z)8(b,y)y (b, 2)8(a, w).

a,b xy=zw

Now let us set u(x,w) to be Y a(a,z)d(a, w) and v(y, z) to be >, B(b,y)v(b, 2).
Our bound (2) can be rewritten as

s vlly <n* Y ule,wholy, 2).

TY=2zWw
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On the right-hand side there is an interleaved product of the kind to which Theorem 1.6 can
be applied. To apply it, we proceed to bound the norms of v and v.
Note that by our hypotheses on y and v we have for each w that

Zu(z,w) = Zé(a,w) Za(a,x) = Zé(a, w) Zp(xla, Ty, x) <02 Zé(a, w) <n 4

T

with three similar inequalities for summing over the other coordinate and for v. Hence we
also have that >~ u(z,w) <n~?. We also have for each z,w that

u(z,w) < e Y da,w) < uflon,

a

with a similar argument giving the same bound for ||v||«. Combining these two facts we get
that >, u(z, w)* < ||ulls/n°. And we have a similar bound for v.

We apply Theorem 1.6 to the probability distributions w/||ul[y and v/||v[/1, and then we
multiply by ||ul|1]|v]|1 to obtain that

3wz, w)oly,2) = n - ulu ol +n-ylulsllols <0070 49/ Tl loo/n™
TY=2W

This implies that
e+ vl <07+ v/ llillool [l oo

which proves the result. O

Corollary 3.7. Let py, jia, i3, fta be non-negative functions defined on G* and suppose that
they all satisfy the condition that p and v satisfy in Lemma 3.6. Suppose further that
| tilloo < a for every i € {1,2,3,4}.
Then
i1 # g # i+ prafl oo < 072 4+ 0~ Wa

Proof. This follows on applying Lemma 3.6 to p; and py and to ps and p4 and then applying
Fact 3.5 to py * e and g * piy. ]

The next lemma shows that convolution preserves one of the main properties we used.

Lemma 3.8. Let u and v be non-negative functions defined on G® and suppose that whenever
you fix two coordinates of u or v and sum over the other, you get at most n=2. Then the
same is true of p* v.

Proof. For each (z1, 29, 23) € G we have

—1 —1
ok V(21 22, 23) E E E p(wy, 2o, 23)V (% 21,T5 22,73 23).

x1 2 x3

If we fix z; and z5 and sum over z3 we obtain

Z Z Z p(wy, o, m3)v (2] 21, 05 20, w31 23).

1 T2 3,23
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But for each x1, x5, we have

Z (g, xo, x3)v (w21, 25 P, w5 T 23) = Zu(ml, To, ) Z v(ey 2, 5 2, y) < n
z y

x3,23
The result follows on summing over z; and xs. ]

Proof of Theorem 3.2. If we divide each p; by (1 4+ 1/4/n), then we obtain functions v;
that satisfy the conditions of Lemma 3.6 and such that ||v;|| is at most 1/n?. Applying
Corollary 3.7 a constant number of times, using Lemma 3.8 to argue that the assumptions are
satisfied throughout, we deduce that a convolution of a constant number ¢ of such functions
has infinity norm at most n=3(1 + n~%W). If we now multiply one such convolution by
(14 1/4/n)" we obtain a probability distribution y with

illoo < 7314+ n W) (1 4+ 1/y/n)" < n~3(1 +n )

for large enough n.

This is close to our goal of bounding ||z — Ul|~. To achieve the goal, we use the following
fact about any two probability distributions o and 3 over G2, where note the inequality is
Fact 3.5:

lacx 8 = Ull3 = Il(a = U) = (8 = U)|%
< lla = U318 = Ullz = (lol3 = 1/2")(UIBI1Z — 1/n7).

In our case we have ||u|? < ||llleo < n73(1 4+ 1Y), So we convolve one more time and
apply the above fact to obtain a distribution u’ such that ||y’ — Ulle < n~*Y /n3. Hence, p/
is (n=*1, 3)-good. Now if we convolve another constant number of times and apply Lemma
3.3 we obtain a distribution which is (n=2, 3)-good, as desired. O

4 Communication complexity lower bound

In this section we prove Theorem 1.11. We shall focus first on the case where t is at least
a large enough constant. The only case that is not covered by this is the case of t = k = 2.
We then establish some simple equivalences that give that case, and also Theorem 1.5.

A key idea is to obtain this theorem by showing that a certain collection of group prod-
ucts are jointly close to uniform. The group products to consider arise naturally from an
application of the “box norm” (a.k.a. the multiparty norm). The next theorem summarizes
this result.

Theorem 4.1. There is a constant b such that the following holds. Let k and t be integers,
G = SL(2,q), m = 2% and t > b™. Let 29, z},...,2% 2t be chosen independently and
uniformly from Gt and consider the distribution u on G™ whose coordinate € € {0,1}* is the
interleaved product

ri e xS e exk.

Then u is (1/|G[/*" , m)-good.
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To apply Corollary 3.4 we need to show that our distributions can be written as the
product of many pairwise-independent distributions. This is done by the following lemma.

Lemma 4.2. Let p be the distribution over G™ in Theorem 4.1, and let also t be as in
Theorem 4.1. Then p s the component-uise product of t independent distributions, each of
which 1s pairwise uniform.

Proof. Recall that m = 2%, Let us write 2§ = (afi,...,a5;). Then for each e € {0,1}* we
have

€1 €2 € __ €1 €k €1 €k €1 €k
[Bl .1'2 .-".[Bk —CZH...ak1a12...ak2...alt...akt.

€1

Now for 1 < j <t let s; be the m-tuple (af}...a5)ccqo,13x- Then the m-tuple (z' 23’ @
-+ 023F) eqo,1y+ is the pointwise product of the s;. That is, writing s;(e) for af} ... a5, we
have that

] e xy @ exk = s1(€)s2(€) ... 51(€)

for every € € {0, 1}".
Note that the m-tuples s; are independent and distributed as follows. We choose elements

ul ul,ud,ud, o ul u) uniformly and independently at random from G and we form an m-

tuple s by setting s(e) = uj'ug? ... ug.

We note that s is pairwise uniform. That is, if you take any pair of distinct elements
e,m in {0, 1}*, then the pair (s(€), s(n)) is uniformly distributed in G2. To see this, choose
some ¢ such that ¢; # n;. Conditioning on the values of u;-j and u;-” for every j # i, we find
that we are looking at two products of the form aui'b and cu;"d. For this to equal (g,h),
we need uf’ = a~'gb~! and u) = ¢"*hd™'. Since ui’ and " are independent and uniformly
distributed, this happens with probability 1/|G|?. O

We note that the distribution s in the proof is far from being uniformly distributed, since
there are only n?* possible 2*-tuples of this form.
Now Theorem 4.1 follows easily.

Proof of Theorem 4.1. Let m be 2*. Let d be the constant in Corollary 3.4. Write the
distribution p as the product of ¢ independent distributions p;, each of which is pairwise
uniform, using Lemma 4.2. Group the y; in consecutive blocks of length d™. The convolution
in each block is (1/n, m)-good by Corollary 3.4. By repeated applications of Lemma 3.3 we
obtain that the final distribution is (1/n**" m)-good. The change of the constant from d
to b is to handle the case in which ¢/d™ is not a power of two. ]

Finally, the proof that Theorem 4.1 implies Theorem 1.11 is a technically simple appli-
cation of the “box norm,” given next.

Proof that Theorem 4.1 implies Theorem 1.11. Consider the function d : G* — {0,1,—1}
that maps * = (x1,...,25) to 1 if x;e---ex; =€, to —1if x;0--- 0z, = g, and to 0
otherwise. Then we have

lpg —pn| =0.5-n- IE,(—1)F@d(z)|.
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Following previous work [BNS92, CT93, Raz00, VW08|, we bound the latter expectation
using the box norm ||d||o of d.
Specifically, by e.g. Corollary 3.11 in [VWO08], we have

0.5-n- [E,(—1)P@d(z)] <0.5-n-2¢ ||d||o.

To conclude it remains to notice that Theorem 4.1 allows us to bound ||d||g. First,
note that the product in ||d||Z is equal to zero unless each of the 2¥ interleaved products
x{'e---exF is equal to 1 or g, in which case it is 1 if the number of products equal to g is even
and —1 if it is odd. If the 2* products were uniform and independent, then the expectation
of the product would be zero. If instead they are (v, 2¥)-good then ||d||& < 2¥a/n?, and so
Ild||o < 2a'/?" /n. Plugging in a = 1/|G|/*" for m = 2¥ completes the proof.

[

4.1 The remaining claims

We now establish some simple equivalences that give Theorem 1.11.(2), and also Theorem 1.5.
Specifically we shall show that Theorem 1.11.(2) and the mixing bound for flat distributions,
Theorem 1.5, are both equivalent to the following version of the mixing bound. We identify
sets with their characteristic functions.

Theorem 4.3. Let G = SL(2,q). Let A, B C G" have densities o and (3 respectively. Let
g € G. We have
[Eqar=gA(a) B(b) — af] < |G|,

where the expectation is over a and b such that a e b = g.

Claim 4.4. Theorems 1.11, 1.5, and 4.3 are equivalent.

Given this claim we obtain Theorem 1.11.(2) from Theorem 1.6, and we obtain Theorem
1.5 from Theorem 1.11.(1).

Proof of Claim 4.4. The equivalence between the two versions of the mixing bound, Theo-
rems 1.5 and 4.3, follows by Bayes’ identity
Pla € A,b€ Blaeb = g]

Glas

Plaeb=glac A be B] =

We now show that Theorem 4.3 implies the communication bound, Theorem 1.11. By
an averaging argument we can assume that the protocol P in Theorem 1.11 is deterministic.

Now write
P(a,b) = Ri(a,b)
i<C
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where C' = 2¢, the R; are disjoint rectangles in (G*)?, i.e., R; = S; x T; for some S;, T; C G,
cf. [KN97], and we also write R; for the characteristic function with output in {0,1}. For
any g and h in G we then have, using the triangle inequality:

Dy = pal = | Y (BasbmgRi(a.b) = |Ril /|G + |Ril /|G]* = Eawp=nRi(a, b)) | < 291G,

i<C

To see the reverse direction, that Theorem 1.11 implies Theorem 4.3, suppose that we
are given sets A and B. Consider the constant-communication protocol P(a,b) = A(a)B(b),
and note that p, = E,e,—,A(b)B(b) and that E;p, = af. So we have

|Eaeb—gA(a) B(b) — af| = |py — Bapn| < Enlpy — pul = O(|G|77).

5 SL(2,q): Proof of Theorem 1.10

In this section we prove Theorem 1.10. We start with a lemma from the literature.

Lemma 5.1 (Structure of SL(2,q).). The group SL(2,q) has the following properties.

1. It has size ¢® — q.

2. It has g+ O(1) conjugacy classes.

3. All but O(1) conjugacy classes have size either q(q + 1) or q(qg — 1).

4. Ewery conjugacy class has size 2(q?), except for the trivial classes {1g} and {—1g}
which have size 1.

Property 1 is easy to verify. For more precise versions of Properties 2 and 3 see e.g. theorems
38.1 and 38.2 in [Dor71]. Next we state another lemma and then prove Theorem 1.10 from
the lemmas.

Lemma 5.2. Let G = SL(2,q). Let D = (Dy, Dy) be a distribution over G* such that Dy is
uniform and Dy is uniform. With probability 1 — O(1/q) over a pair (g, h) sampled from D
the following holds.

(1) For any conjugacy class S of G, the probability that gC(h) € S is O(1/q).

(2) The distribution of C(g)C(h) is ¢~*V-close to uniform over G.

Proof of Theorem 1.10 assuming Lemma 5.2. First, note that the bound claimed in the the-
orem is equivalent to

> ([B[Cab™")C(b) = ] = 1/|G])* < 4"V /|G,

[

We proceed by case analysis. The ¢ = 1 summand is, by Cauchy-Schwarz,
(Py[ab ' C(b) = 1] — 1/|G|)* < Ey(Plab™'C(b) = 1] — 1/|G|)*.
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Ifb & {1,—1} then the conjugacy class of b has size (¢*), by Lemma 5.1. Hence, Plab™'C(b) =
1] = O(1/¢?) and so (Plab~'C(b) = 1] — 1/|G|)? < O(1/¢*). If instead b € {1, —1} then the
conjugacy class of b is {b}, so the probability is 1 if @ = 1, which happens with probabil-
ity 1/|G|, and 0 otherwise. Thus, the ¢ = 1 summand is at most O(1/¢*) + O(1/|G]?) <
/|G,

A similar argument gives the same bound for the ¢ = —1 summand.

It remains to show that

Y. (B[Cad)CB) = —1/|G])* < V/|G.

ceG\{-1,1}

We bound above the left-hand side of this by

( mex <Pb[c<ab-1>c<b>=c1—1/|G|>) S (B(C(ab)Cb) = o - 1/[C))

ceG\{-1,1} ceG\{-1,1}

First we show that the maximum is O(1/|G]). Except with probability O(1/q) over the
choice of b, Lemma 5.2 guarantees that C(ab™')C(b) is in the conjugacy class of ¢ with
probability O(1/q). Because by Lemma 5.1 this class has size Q(¢?), the probability that
C(ab™")C(b) = C(C(ab ')C(b)) equals ¢ is O(1/q)O(1/¢*) = O(1/|G]). In the event that
we cannot apply the lemma, the probability is still at most O(1/¢?). Hence overall the
maximum is at most O(1/|G]).

Thus, it remains to show that

Y. IB[Clab™)CH) = ~1/|6]] < V.
ceG\{-1,1}

The left-hand side of this is at most

E, " [P[Clab™)C(b) = | — 1/|C]

Except with probability O(1/q) over b, we have by Lemma 5.2 that the distribution C(ab™')C(b)
is ¢~*M-close to uniform over G, in which case the sum is at most ¢~*(M. Also, for every b
the sum is at most 2. So overall we obtain an upper bound of ¢~*) +O(1/q), as desired. [

To complete the proof of Theorem 1.10 we must prove Lemma 5.2. A key observation,
which is also central to many other papers concerning conjugacy classes in SL(2,q), is that
there is an approximate one-to-one correspondence between conjugacy classes and the traces
of the matrices in the conjugacy class. In one direction this is trivial, since the trace is a
conjugacy invariant. The other direction can be expressed in a form suitable for our purposes
as the following claim.

Definition 5.3. For a group element g we denote by Tr(g) the trace of the matriz corre-
sponding to g, and by Class(g) the conjugacy class of g.
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Claim 5.4. Let G = SL(2,q), let D be a distribution over G and let U be the uniform
distribution over G. Suppose that Tr(D) is e-close to uniform over F, in statistical distance.
Then Class(D) and Class(U) are € -close, where € = O(e) + O(1/q).

Proof. Let H be the set of conjugacy classes of G which have size in {q(q + 1),q(q¢ — 1)}
and whose trace is not equal to that of any other conjugacy class. We have that |H| >
g — O(1), because all ¢ field elements can arise as the trace of a conjugacy class, the number
of conjugacy classes is ¢ + O(1) by Lemma 5.1, and all but O(1) conjugacy classes have size
in {¢(q+1),q(qg — 1)} again by Lemma 5.1.

Next we claim that the distribution of Class(U) is O(1/¢)-close to the uniform distribution
V over H. Indeed, P[Class(U) = ¢] = (¢* + e.)/|G| where |e.| = q for any ¢ € H. And for
any ¢ ¢ H we have P[Class(U) = ¢] = O(¢*/|G|) = O(1/q). Hence the statistical distance
between Class(U) and V' is at most

S o/g)+Y

c¢H ceH

¢ +e
G| IH!

‘ H" 0(1/q).

Finally, we claim that Class(D) is €’-close to V. The probability that Class(D) = ¢ for
a c in H is equal to the probability that Tr(D) = c¢. Let B be the set of ¢ — |H| = O(1)
values for the trace map that do not arise from classes in H. The statistical distance between
Class(U) and V' is at most

P[Tx(D) € B+ _ [P[Tx(D) = ] — 1/|H]||

< et [PTy(D) = —1/q/+ Y [1/g— 1/|H|| < O(e) + O(1/q).

ceH ceH

The result follows by summing the distance between Class(U) and V and between
Class(D) and V. O

This correspondence allows us to derive Lemma 5.2 from the following lemma about the
trace map.

Lemma 5.5. Let G = SL(2,q). Let v and w be two elements of F,. Suppose that either
(i) q is even, or (ii) q is odd and (v?,w?) # (—4,—4) and (v,w) # (0,0). Let D be the
T 0 1 v 1
distribution of T'r (( . w ) C ( 10 . Then
(1) D takes any value x € F, with probability O(1/q), and
(2) D is 1/¢%Y) close to uniform in statistical distance.

Proof of Lemma 5.2. Note that for every h and ¢ the distribution of the trace of hugu™! for
uniform w is the same as the distribution of the trace of h'ug’u=! for uniform u, for any A’
that is conjugate to h and for any ¢’ that is conjugate to g. This is true because if ¢ = zg’z~!
and h = yh'y~! then by the cyclic-shift property of the trace function we have

Tr(yh'y tuzgs ut) = Te(R'y tuzgz uty),
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and the latter has the same distribution of the trace of h'ug’u~! for uniform u. Because of
this fact, Lemma 5.5 applies to Tr(gC(h)) for any g except those in O(1) conjugacy classes
and similarly for any h except those in O(1) conjugacy classes. Those conjugacy classes
make up at most an O(1/q) fraction of the group. Hence, with probability 1 — O(1/q) over
(g, h) sampled from D, we can apply Lemma 5.5.

Property (1) in Lemma 5.5 immediately gives Property (1) in Lemma 5.2.

To verify Property (2), note that the distribution of C(g)C(h) is the same as that of
C(C(g)C(h)). By Item (2) in Lemma 5.5, Tr(C(g)C(h)) is ¢~*M-close to uniform. By
Claim 5.4, Class(C(g)C(h)) is ¢~%M-close to the distribution of the conjugacy class of a
uniform element from G. Hence C(C(g)C(h)) is ¢~*M-close to uniform. O

It remains to prove Lemma 5.5. This proof is somewhat technical and appears in the
next subsection.

5.1 Proof of Lemma 5.5
In this subsection, if we use a letter such as a to refer to an element of G, we shall refer to

as a4
We begin by working out an expression for the trace that concerns us.

its entries as aq,...,as. That is, we shall take a to be the matrix (a1 aQ).

Claim 5.6. Let a,u and g be 2 x 2 matrices in SL(2,q). Then

Tr(augu™") = (arur + asus)(grus — gous) + (arus + asua)(gsus — gaus)
-+ (CL3U1 -+ CL4U3>(—g1U2 + ggul) —+ ((I3U2 + (14U4)(—g3U2 + g4u1).

—1
Proof. Note that (u1 UQ) = ( i _UQ). Now
U3z Uy —us U

au — a; Qs U Uz (a1 + agusz  a1U + AUy
as Gy U3 Uy aszly + agus  azUo + A4y

gu—lz g1 G2 Uy —U2) _ (G1Us — GaUs —GrUz + Gol
g3 g4) \—usz uy g3Uy — g4z  —gsUa + Gaty )

The result follows. O

and

Our proof of Lemma 5.5 uses the following well-known theorem from arithmetic geometry,
due to Lang and Weil [LW54]. It can also be found as Theorem 5A, page 210, of [Sch04].

Theorem 5.7. For every positive integer d there is a constant cq such that the following
holds: if f(z1,...,x,) is any absolutely irreducible polynomial over F, of total degree d, with
N zeros in FJ', then

IN = ¢" 7 < cag" 2
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After these preliminaries we now present the proof of Lemma 5.5. First we remark
that the calculation below for the trace in the case v = w = 0 shows that the condition
(v,w) # (0,0) is necessary over odd characteristic.

From Claim 5.6 we obtain the following expression for the trace.

"= ug(vug — u3) + uguyg + (ug + wug)(—vug + ur) + (ug + wug)(—us)

= VU3U4 — u§ + ui — VUL U + u% — VWUU3 + WU U3 — ug — WUgU4.

We shall show that for all but O(1) choices for s, the number of solutions to the system
f" = —s and ujuy — usuz = 1 has distance e, from ¢*> where |es| < ¢*>*Y. And for
the other O(1) choices of s the number of solutions is O(g?). This will show Property
(2), i.e., that the trace has statistical distance 1/¢**") from uniform. Indeed, using that
|G| = ¢® — ¢, the contribution to this distance from each of the ¢ — O(1) good values of s
is [(? +e)/(@®—q)—1/q| = |(1 +e5)/(¢* — q)] < 1/¢" TV because |e| < ¢>~ ). These
add up to a contribution of 1/¢®"), while for each of the others the contribution is at most
O(1/q). Property (1) will then follow.

First, we consider the case when ¢ is even and v = w = 0. In this case the trace becomes

(u1 — Uy — U3 + U4)2.

Now note that the map R b 12 is a permutation on G. If we
Uz Ug U + UL Ug + Us

apply it, the expression of the trace simplifies to (—uz + u4)? which is close to uniform,
because squaring in characteristic 2 is a permutation, and u4 — u3 is approximately uniform.
As a next step we count the solutions with u; = 0. In this case the trace plus s is

VUZUY — ug + ui — VWUUZ — u% — WUgUy + S.

The equation ujuy — ugug = 1 gives us that ug = —1/uy. For any choice of us, the above
becomes a univariate polynomial in u, which is non-zero because of the u? term. Hence the
total number of solutions with u; = 0 is O(g). This amount does not affect the result, so
from now on we count the solutions with u; # 0.

We can now eliminate uy = (1 + uguz)/u; in f’. Renaming ug, us, and ug as z,y, z,
respectively, we get the expression

fr=vz(1+y2)/z — 22+ (1 +y2)?/2® —vay + 2% — vwyz + wrz — y* — wy(l +y2)/z.

First we note an upper bound of O(¢?) on the number of solutions to f’ = s, for any s.
Indeed, after we pick x and y we are left with a quadratic polynomial in z which is not zero
because of the z? term. Hence, this polynomial has at most two solutions.

Next we show the stronger bound for all but O(1) values of s. Letting f(z,y,z2) :=
2?(f" + s) and expanding and rearranging, we get the expression

fr=at— 2% — 2?2+ 22 4 2y + 1
+o(—2y + vz + 2y2?) +w(—ay — vyPz + 132) — vwrtyz + sa®.
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We shall show that if f is not absolutely irreducible, then s takes one of O(1) values. So
if s is not one of those values, then we can apply Theorem 5.7. This will give the desired
bound of ¢? + e; on the number of roots with z,y, 2 € F. We actually just wanted to count
the roots with = # 0. However, if x = 0 then f simplifies to (1 + yz)? which has ¢ — 1 roots.
So the bound is correct even if we insist that z # 0.

The function f is a polynomial of degree 4 in three variables. Suppose that it can be
factorized as f = PQ. Note first that both P and ) must have a constant term because f
has it. Also, neither P nor () can have a power of y as a term, because f does not have it
(but such a term would arise in the product between the highest-power such term in P and
in @, one of which could be the constant term). Similarly, neither can have a power of z as
a term.

If f = PQ, then the sum of the degrees of P and @) is at most 4. If P has degree 3 then
@ has degree 1. By the above, ) would be of the form axz + b. However in this case there
would be no way to produce the term y?22.

So both P and @) have degree at most 2, and we can write

P = azxy + byz + cxz + do* + ex + f,
Q=dzy+byz+crz+da?+ez+ f.

Equating coefficients gives the systems of equations

ry’z — abl +db=—w
2?yz — ad +dc+bd +bd = —vw
2y — ad +d'd=—v
z*y — ae’ +ad'e =0

xy —af +df=—w
ryz? — bd +bc=v
xyz — be' +be=0

yz —bf +b'f =2
Py —cd +dd=w
2?2 — ce' +de=0

vz —cf +df=wv

2* — de' +d'e=0

2?2 = df + fld+e =s

r—ef +ef=0

and
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2?y? — ad = —1

it — b =1

222 —ed = -1
2t —dd =1
1— ff =1.

Multiplying by bf the yz equation and using that b = ff’ = 1, we find that
VIf +bbf?=0b*+ f2=20f.

Therefore, (b — f)? =0 and so b = f. Since bb' = ff' = 1, we also get that b’ = f’.
Now we claim that ¢/ = 0. Assume for a contradiction that ¢ # 0. Multiplying by
appropriate variables, the equations with right-hand side equal to zero become:

2 —e=0

2y — a
ryz — b’ +e =0
22z — 2 —e=0

2 — d% +e=0.

Summing the first two gives us that (a* 4+ b*)e’ = 0, which implies that a* + b* = 0 because
e/ # 0. Repeating this argument we obtain that

=+ =V+="+d*=0.

Now multiplying the xy?z equation by ab we get that a® — b*> = 24> = —wab. Dividing by
ab # 0 we obtain that 2a/b = —w. Because a?/b* = —1, squaring we obtain that w? = —4.
Similarly, multiplying the 23y equation by ad we get that a®> — d*> = 2a® = vad and we get
that v> = —4 as well. For odd ¢, this contradicts our assumption that (v w?) # (=4, —4).
For even ¢ we have 4 = 0 and so v = w = 0 which we were also excluding. Therefore ¢’ = 0.
(From the equation for zyz we get that e = 0 as well, but we will not use this.)

We can now simplify some of the equations as follows:

2*yz — acd +dc+s=—vw
22— db +db=s.

Next, we handle the case of even ¢ where exactly one of v or w is 0. If w = 0, then
multiplying the xy?2z equation by ab we find that a®> —b? = 0. So a = b and the 23y equation
has the same left-hand side as the 22 equation, which implies that s = v. Similarly, if v = 0,
then the 23y equation gives us that a = d. Now the xy?z and the 22 equation have the same
left-hand side, giving us that s = w.
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Now we continue the analysis for any ¢. Multiplying equations by appropriate quantities
we get:
ry?z — a® — b* = —wab
23y — a® — d* = —vad

2

ryz? — —b* + & = vbe

3z — & — d* = wcd.
The first minus the second gives —b* + d? = a(vd — wb); the third minus the fourth gives
—b% + d*> = c¢(vb — wd). And so
a(vd — wb) = c¢(vb — wd).
Now assume that vd — wb # 0. Then by dividing by it and by ¢ # 0 we get
a _ vb—wd
c  vd—wb
So we have that
a ¢ (vb— wd)? + (vd — wb)? (b + d?)(v? + w?) — dvwbd

A (vd — wb)(vhb — wd) - —vw(b? 4+ d?) + (w? + v?)bd
(PB4 w —dow/s) s(v?+w?) — dow
(B2 @) (—vw + (w2 +v?)/s)  —svw +w? + 02

Here we used the 22 equation multiplied by bd, which is bds = b*> + d?, and then divided
by s. So we are assuming that s # 0.

Now if we plug this expression into the z2yz equation, which, using the fact that aa’ =
cd = —1, can be transformed into the equation —a/c — ¢/a + s = —vw, we obtain that

s(v? + w?) — dvw

—svw + w? + v?

S = —vw.

This expression can be satisfied by only a constant number of s. Indeed, taking the
right-hand side to the left and multiplying by the denominator we obtain the equation

25(v? + w?) — dvw — sPvw — sv*w? + vw(w® +v*) = 0.

Now, if ¢ is odd and if exactly one of v and w is 0 then all the terms vanish except the
first one, yielding that s = 0. Together with our assumptions and previous analysis, we can
assume at this point that vw # 0. In this case we obtain a quadratic polynomial in s which
is not zero because of the —s?vw term. This polynomial has at most two roots.

The case we left out is when vd — wb = 0. In that case d = bw/v. From the z* equation
and the fact that bb' = dd’ = 1 we get that

v/w+w/v=s.

Altogether, we have shown that if the polynomial is not irreducible then s takes one of at
most six possible values. These values are 0, v, w,v/w + w/v, and the at most two roots of
the quadratic polynomial above. Although it does not affect the result, we recall that these
values of s correspond to values of —s for the traces.
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6 Miscellaneous results

In this section we first give an alternative proof of Theorem 1.3 for SL(2,q). Then we prove
Theorem 1.8.

An immediate consequence of Theorem 4.3 with ¢ = 2 is that the group SL(2,q) has
the property that the product of any four dense sets is almost uniformly distributed. More
precisely, we have the following result.

Theorem 6.1. Let G be the group SL(2,q), and let A, B,C, D C G be subsets of density
a, B,y and §, respectively. Then for every g € G,

|Eaped—gA(a)B(b)C(c)D(d) — afvyd| = O(|G|™°)

and
|Plabed = gla € A,be B,ce C,de D] — |G| = (afy0) " O(|G|~0+9).

It turns out that from this result for four sets follows the same result for three sets.

Corollary 6.2. Let G be the group SL(2,q), and let A, B,C C G be subsets of density «, 3
and vy, respectively. Then for every g € G,

|Eabc:gA(a’)B(b)C(c) - O‘ﬂ'ﬂ = O(|G|_C)

and

IPlabc = gla € A,be B,c e C]— |G| = (afy)tO(|G|~ 9.
Proof. For each a, let f(a) = A(a) — a. Then

Eobe—gA(a) B(b)C(c) = aEgpe—g B(b)C(€) + Eapeey f (a) B(b)C(c)
= afvy + Egpey f(a) B(b)C(c).

But

(Eabe=gf (@) B(5)C(€))* < (EcC(0)*) (Ee(Eapmge1 f (@) B(D))?)
- ’7]E Eab a’'b'=gc— 1f( ) (b)f( )B b/)
= VEapy-10-1-c(A(a) — @) B(b) B(V')(A(d) — ).

There are four terms that make up the expectation. Each term that involves at least one
a is equal to +a?3?, with two minus signs and one plus sign. The remaining term is
a?(% + O(|G|7¢), by Theorem 6.1. The first statement follows. Once again, the second
statement is equivalent to it by a simple application of Bayes’s theorem, together with the
observation that E..—,A(a)B(b)C(c) =Pla € A,b € B,c € C|abc = g|. O
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Proof of Theorem 1.8. 1t suffices to prove the theorem in the case where g is the identity e.
Let a/, b/, and ¢ be selected independently and uniformly from S, G, and G, respectively.
By Bayes’ rule we can write Plabc = ¢] = Pla'V'c = e|d’ € A0 € B, € C] = Pld €
AW e B,d € CldVcd =e]- m
Thus our goal is to show

IPla’ € A,V € B,¢ € Cla'V'd = €] — aBy| < |G]7W,

Rewrite the difference as
|Ea€S,b€GA(a’)B(b)D(a7 b)'

where D(a,b) = C~'(ab) — . Thinking of D as a function defined on S x G, we can use
Lemma 2.2 to bound the fourth power of this expression by

AN IBIL DG < 1DIG = EvpEowes D(a, b)D(a, ) D(a’, b) D(a’, ).

1

If we change variables by premultiplying b by a=! and b by a’~!, then we can rewrite the

right-hand side as
EppEaaesD(1,0)D(a,a "V )D(d',a b)) D(1, ).

We claim that the quadruple (b, aa’~'b',a’a™'b) is e-close in statistical distance to
(v, w, z, wr~tw), for e < 1/|G|*Y), where v, w, and x are uniform in G. It suffices to show
that the first three coordinates are jointly e-close to uniform. But the distance is at most
that of aa’~! from uniform. It therefore follows by Lemmas 5.1 and 5.2.(2) that except for
O(1) conjugacy classes S, the first three coordinates are indeed e-close to uniform.

Hence the value of the expression is at most € plus

Eyw:(C7H(0) = )(C7H (w) = 1)(C7 (@) = ) (O™ (wa™ ) — 7).

If we expand the product, in any term with at most three copies of C~! we can replace
those copies by . Hence, by direct calculation or say the binomial theorem, we can rewrite
it as

Eyp0.C  (0)OHw)OH (2)C~ Hwa 1) — A

By suitably redefining the copies of C' we can put this in the form of Theorem 6.1 and
thereby obtain a bound of |G|~%1), O
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