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Abstract

In today’s world, wireless technology is widely employed because of its various benefits, such
as mobility, low-cost deployment, scalability etc. But, at the same time, it suffers from a variety of
issues ranging from speed and stability to security. In this thesis, we identify three major challenges
and propose efficient solutions to mitigate them. First, the broadcast nature of wireless communica-
tion makes it inherently vulnerable to eavesdroppers. This makes it very difficult for a participant
in a wireless network to discover and access services without also disclosing their identity and need
for service. We develop a protocol based on partial (additive) homomorphic functions for private
service discovery. Second, wireless networks are inherently ad hoc, with participants dynamically
entering and leaving the network at different times. This asynchrony complicates the task of find-
ing shared channels of communication. We present near-optimal schemes for asynchronous channel
discovery. The third problem relates to the energy-efficiency of wireless transmissions. A typical
wireless agent uses power from an on-board battery with limited power supply. In a multi-hop
network it is a non-trivial problem to find relays and schedule non-interfering transmissions which
conserve energy. We develop energy-efficient schemes for discovering next-hop relays.
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1 Introduction

Over the last few decades, wireless communication proved to be an enabling technology to an increasingly large number
of applications. Starting from wireless capable consumer devices used day-in day-out to wireless sensor nodes deployed
in hard to reach places; wireless technologies have affected human life in many different ways. Now-a-days almost all
kinds of devices communicate via some kind of wireless technology, viz. WiFi, Bluetooth, Radio Frequency Identification
(RFID), Near-Field Communication (NFC) etc. This prolific dependency on wireless communication is ushered by wide
variety of opportunities offered by this technology. Although mobility is the most touted benefit perceived by wireless
communication, under different circumstances this technology has found its application because of its simplicity and
practically no deployment overhead. For example, pacific tsunami warning center deploys many sensor nodes in several
parts of Pacific Ocean to gather data on underwater earth-quakes. Although these sensor nodes are relatively stationary,
wireless communication is used, because wired communication is highly impractical in this scenario. But, as with any
other prevalent technology, a major lacuna in most of the wireless networks is its inability to utilize sophistications of this
technology to the fullest. This thesis work proposes following new techniques to solve some of the existing problems.

Private service discovery: Since, the advent of online social networks (OSNs) people have started sharing small
pieces of their life, online. Moreover, location based services (LBS) require users to provide with their location and other
sensitive informations. Leakage of these personal informations to an adversary might prove fatal for the user. Most of
these information sharing happens with an intention to find nearby service(s). It has been seen that, in recent years, a major
part of this information sharing is initiated from mobile platforms. But, a much less appreciated facet of mobile networks
is its more vulnerability toward security leakage than any other form of communication. This is because of what is termed
as “wireless broadcast advantage” (WBA) [2] of wireless transmission. When a wireless agent transmits a packet using
omni-directional antenna all its neighbors receive the message. This effect is advantageous if the transmitted message is
intended for all neighbors. Otherwise, this might cause a potential security breach. Highly dynamic nature of wireless
network lends the problem of finding near neighbor difficult to solve. The security risk adds one more dimension to the
problem. Here, we propose a technique to securely and efficiently avert security risk by using additive homomorphic
encryption system.

Asynchronous channel discovery: Tremendous development of mobile technology has put wireless devices as one
of the major tools for communication in recent years. More and more wireless devices are brought to life every day to
support ever increasing demand for mobile connectivity. But, due to this enormous deployment, the unlicensed frequency
bands (mostly, ISM band) is over crowded which essentially results in poor working efficiency of devices using these
bands. In contrast, licensed frequency bands have been found to be sparsely used by their primary users. Thus, to increase
the efficiency of wireless devices, dynamic spectrum allocation (DSA) techniques have been developed with cognitive
radio network (CRN) to utilize unlicensed frequency bands (ISM) along with licensed spectrum opportunistically, when
these spectrums are not actively used by its primary users. Although this opens up the opportunity for utilizing a large
amount of frequency band, but the agents are capable of accessing only a small fraction of these channels at a time.
Thus, for efficient DSA protocols, earliest rendezvous is of prime concern of nodes. Although, randomized protocols
exist for probabilistic rendezvous among nodes. But, in some mission critical situations, guaranteed rendezvous within
bounded time is of absolute necessity. For example, let us consider a scenario where CRN is deployed by a disaster relief
authority for communication during an effort of distributing basic utilities. Each team has their own share of utilities for
distribution. A team asks for resupply when the storage nears empty. Under this scenario, it is absolutely necessary that,
wireless agents being used by the teams and relief redistribution body rendezvous deterministically within a bounded
time. Otherwise, some of the teams might run out of relief due to lack of resupply. Moreover, to add up to the problem,
dynamic nature of wireless networks makes individual wireless nodes potentially asynchronous.

Energy-efficient relay discovery: Sensor networks are deployed in hard to reach geographic locations. These net-
works form an essential part of calamity prediction or disaster recovery systems. Individual sensor nodes are inexpensive
and use power from on-board battery with limited amount of power. Most of the times, recharging or changing the
power source is not feasible. So, to increase the longevity of network, each sensor node should use available source of
power as efficiently as possible. It has been observed that, wireless communication subsystem is one of the most power
hungry module in a wireless agent [3,4]. So, it is imperative that, sensor nodes forward packets to its neighbors in energy
efficient way, to live long. Energy accumulation at nodes and stochastic routing has been proposed for energy efficiency.
Energy accumulative routing: In traditional wireless communication technique, a packet is only accepted by an agent if
the reception power is more than a pre-defined threshold. This threshold is set to much higher level than noise floor of the
wireless medium. This technique guarantees successful decoding of received packet. But, on the other hand lots of energy
is wasted by discarding unreliable packets received with energy less than the threshold. In contrast, energy accumulation
technique enables agents to store multiple unreliable transmissions of same packet and decode it when the accumulated
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energy crosses the threshold. We are working towards developing energy efficient protocol with this technique. Stochastic
multi-hop routing: Wireless medium is inherently very dynamic and error prone in nature. For this reason, selecting the
next hop deterministically before sending real message might not yield optimal results. To avoid this problem, we propose
a stochastic model for wireless network. Our work would yield distributed routing protocol, based on the solution to
stochastic shortest path problem.

2 Private service discovery

2.1 Motivation

People often have the need for assistance from strangers in remote locations. Consider the following requests: please tell
the marathon runner with bib #123 I will wait at the finish line; did I leave my key-chain on campus? Is there a brown
puppy roaming in the playground? In this article we propose, not just a new architecture, but, in fact, a new cloud based
service - the goal is to provide a way for people to connect with others (possibly strangers) in a remote location and obtain
(physical) help from them. The new system is deployed as cell phone application, users submit their requests to the cloud
which coordinates users’ requests and efficiently find possible candidates to respond to the request. Such a service will
require efficient technical solutions to problems such as scalability, privacy, reputation etc to overcome the social barriers
of soliciting help from strangers. We focus primarily on the technical aspects of scalability and privacy (matching people
with strangers in a secure and private way) so that the need for help and the ability/desire to assist are disclosed safely.

Since the emergence of online social networks (OSNs), people have sought help from their social contacts. The most
common method to seek for help on social network sites, e.g, Facebook, Twitter, or “strangers helping strangers” [5], is
post - an user posts his/her question or request on his/her social network page or a relative group page and waits for
response, which is very similar to subscribing to an email list and broadcast questions except exposing more privacy. This
method is simple but suffers from three major drawbacks.
High/unpredictable response latency: Popular OSNs, e.g., Facebook, Twitter own worldwide users, who live in different
locations and have different schedules. A post on a group page could not reach all the members in a short time and may
be overwhelmed by other posts soon.
Limited range of request subjects: Groups on OSNs are typically centered around interests, occupations, genders, ages.
So, it is hard to elicit response for time-restricted and location sensitive questions. Most online requests focus on recom-
mendations, suggestions and people do not make off-line offer before they build trust on each other.
Privacy loss: Users requesting help on OSNs could end up exposing themselves to a large group, including friends they
know in real life, as well as users, who are not willing/able to offer help. Moreover, when these OSNs are accessed from
a wireless device chance of security leakage increases because of WBA. These unnecessary privacy leaks may affect user’s
personal life and should be avoided.

2.2 Related Work

Geo-social networking [6–9] offers location based services (LBS) to users to interact relative to their locations. LBS typically
is an information or entertainment application that is dependent on location of user. By these services users are offered
possibilities to find other people, machines and location-sensitive resources. Some applications [10] match users with
locations of interest. These services are used for finding a physically proximal social contact or for crowd sourcing. Many
of such public LBS provide no privacy while some offer limited protection on an opt-in or opt-out basis. Here we briefly
categorize the different approaches to providing privacy, as well as the associated shortcomings.

Middleware: Geopriv [11] and LocServ [12] are policy-based privacy management approaches for secure loca-
tion transfer that employ a trustworthy middleware mediating between location-based applications and location tracking
servers. Geopriv [11] describes an approach to securely transferring location information and associated privacy data by
creating “location objects” that encapsulate user location data and associated privacy requirements. Once “location gen-
erator” (e.g. user device) creates an “location object”, it sends it to a middle server which forwards the object to “location
recipient” based on different kinds of rules. LocServ [12] is a middleware service that lies between location-based applica-
tions and location tracking servers. It offers a general framework of components that allows users to apply general policies
to control release of their location information. However, the practicality of such systems have yet to be determined, as the
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trustworthiness of middleware is hard to guarantee.
Dummies or Anonymity: Instead of sending out the exact location, a client sends multiple different locations to

the server with only one of them being true [13]. The drawback of such schemes is that over the long run the adversary
is able to figure out the client’s location by comparing the intersection of uploaded locations. Some other schemes [14, 15]
separate location information from other identifying information and report anonymous locations to the server. However,
guaranteeing anonymous usage of location-based services requires that the precise location information transmitted by a
client cannot be easily used to re-identify the subject.

Location hiding: Clients define sensitive locations where they do not want to be tracked, and the location-based
application stops tracking when the user gets close to those areas [16].

Location perturbation: These schemes “blur” the exact location information to a spatial region [17–20] or send a
proxy landmark instead [21] and hence, are not suitable for applications that require accurate locations.
The scheme presented in this article uses client-specific, personalized and global blurs that are random elements in a finite
field to guarantee perfect accuracy and cryptographic security; more on this in the sections to follow.
To complete our review of related work we briefly survey the literature on homomorphic encryption. Homomorphic
encryption is a type of encryption scheme that provides ability to perform arithmetic operation on cipher text and get
the encrypted result which is equivalent to the encryption of the result by applying the same arithmetic operation on
the plain text. The encryption systems of Goldwasser and Micali [22], and El Gamal [23] are known to support either
addition or multiplication among encrypted cypher texts, but not both operation at the same time. In a breakthrough
work, Gentry [24] constructed a fully homomorphic encryption scheme (FHE) capable of an arbitrary number of addition
and multiplication on encrypted data. Fully homomorphic encryption schemes are very powerful as it computes any
function on an encrypted cipher text. But, Lauter et al [25] showed that fully homomorphic encryption schemes till date
are very resource consuming and are impractical to be used for most of practical purposes.

2.3 Our Contributions

To overcome the above mentioned drawbacks, we propose a location-based cyber-physical network allowing people to
reach friends or strangers in desired locations for help. Our system is easily deployed as a location-based cell phone
application; the server coordinates client requests and efficiently finds candidates who are able/willing to offer help, even
possibly physical help, in real-world life-threatening emergencies.

From a technical standpoint our primary contribution is to show how partially homomorphic encryption can be adapted to
a distributed setting so as to guarantee cryptographic security without sacrificing efficiency gains. The resulting protocol
finds near-neighbors in constant-time thus providing efficient and private match of help-seekers and help-givers.

Proposed system preserves efficiency and privacy while calculating near neighbor, by employing different blurring tech-
niques and partially homomorphic encryption.

2.4 System Design

2.4.1 System Model

A network consists of n clients and one server. Clients are represented by i ∈ [1 . . . n]. We call a client asking for help a
querying client and we reserve the notation q for that. Each client has a mobile device with enough computation power to
efficiently encrypt-decrypt using additive homomorphic functions. Clients are assumed to share a common key with which
they exchange private messages that are denied to the server. The server is efficient in simple arithmetic computations
(viz. addition, subtraction). It is also capable of broadcasting request to f clients, efficiently. On the other hand, a client
can efficiently talk to the server or a small group of other clients. The server is used to authenticate clients and to initiate
distributed near-neighbor computation. Once the querying client knows the set of near neighbors, it sends out the help
request. Each client is associated with an user-name, password and profile. A client uses user-name and password for
authentication. A profile is a collection of d variables and their respective values (or, range of values). Variables are drawn
from a metric space and for the purposes of this article are assumed to take real numbers. For sake of notation, we say
that profile of a client i ∈ [1 . . . n] is pi. pq is the profile of a querying client. To minimize dependencies on itself, the
server delegates all computationally extensive operations, viz. distance computations, encryption-decryption process, to
the clients.
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2.4.2 Attack Model

We consider both external and internal attack models. The goal of an adversary is to extract profile informations from the
messages seen so far.

External attack: Under external attack model, adversary does not have access to secrets used by the protocol. The
only way for the adversary to get hands on a message is by overhearing data transmissions among different parts of the
system.

Internal attack: Adversary compromises the server or, na number of clients. When the server or, a client is com-
promised it works as an attacker and launches attack against rest of the system. We classify these attacks as follows,

Rogue server: In this scenario, the server goes rogue and tries to retrieve profile information of at-least one good client
from messages stored in its memory.
Rogue client: We assume that there are na rogue clients (attackers) present in the network and launch attack to leak
profile information of at-least one good client. All the attackers share informations among themselves to make the attack
successful. Rogue clients can launch two types of attacks as follows,

• Passive Attack: The compromised client passively tries to extract profile information of at-least one good client.

• Active attack: A compromised client sends a fake Help-Request to server. After receiving the request, the server dis-
seminates its response to the network. With help of this response, other attackers try to retrieve profile information
of a good client successfully.

We present some definitions we will need later on
Distance: The distance between two profiles p1, p2, represented as d-dimensional vectors, is defined as:

‖p1 − p2‖ = (Σi(|pi1 − pi2|)
2)(1/2),

where pi1 and pi2 are the values of the ith dimension of p1 and p2, respectively.
Near-neighbor: Given a querying client q, a set of clients C, and a distance value dist, i ∈ C, q 6∈ C, is said to be a
near-neighbor of q if the distance between pq and pi is at most dist, i.e. if,

‖pq − pi‖ ≤ dist,

where pq and pi are profile data of cq and ci, respectively.
Blur: Blur is a random number which is used to blur data. e.g. data p is blurred with a random blur r as follows,

β±
r (p) = (p± r) mod P,

where r ∈ [1, P] and P is a large public prime number.
Tolerance-value: Tolerance value is the maximum distance between profile of a client j and profile requested by q, within
which j receives help request from q.

Our scheme builds on prior work on confidential publish/subscribe schemes. In the confidential publish/subscribe pro-
cess, when a client wishes to send a request, it retrieves a random number from the server and encrypts this number and
sends it back to the server. But, one problem with this scheme is that, the server uses a common random number for all
the clients. If the random number changes in server between the time the client retrieves it and the time the client sends
the encrypted random number back to the server, the whole process of near-neighbor computation fails. For detailed
discussion please refer to Section II-D in [26].

2.5 Protocol

The central idea of the proposed protocol lies in the solution of the following puzzle.

Puzzle 1. Two agents A and B have two numbers a and b, respectively. How can a third agent C securely compute the sum (a+ b)
mod P, where P is a public prime, without the individual knowledge of a or b.
Assumption: Both A and B have access to a random number r which is kept secret from C.
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Solution 1. A sends (a+ r) mod P to C. B sends (b− r) mod P to C. C adds the two messages received from A and B.

Although our scheme is based on the solution stated above. We use different techniques to synchronize random blurs
among different clients. Also, we use a number of random blurs to avert security leakage. Here, we present a brief
overview of the proposed protocol.

At the startup time, the server generates client specific blur for each client and a global blur, which are kept secret from
clients.

When profile of a client changes, it blurs the changed profile with a random personalized blur and sends it to the server
along with encrypted blur. Since, the profile data is blurred with a random blur and the blur is encrypted, no profile
information leaks from the blurred profile. The server re-blurs the already blurred profile with global and client-specific
blur of the client and distributes among a set of randomly selected clients.

When a client wants help, he/she blurs request-profile with his/her personalized blur and sends to the server which in
turn re-blurs the already blurred profile and distributes to all clients. Along with these re-blurred profiles, the server also
forwards sum of encrypted client specific and personalized blurs to all clients in the network. With these informations,
a client computes the set of near-neighbors of requesting client. Server uses both client specific blur and global blur,
because without these blurs under certain attack scenarios, an attacker can deterministically compute profile information
of a requesting client.

Now, we present the proposed protocol in detail.
Initialization: In this phase, server assigns client-specific blur csri to each client i. The server also generates a global

blur rg. Both client-specific and global blurs are kept secret from clients. These are used by the system to blur client
profiles.

ProfileUpdate-Request: This phase is invoked by a client i, when its profile data pi is changed.
In this phase, i updates the server with its blurred profile data. Server forwards blurred pi among selected set of clients.
The data transfer is thus composed of two sub-phases as follows,
Update: In Update phase, a client i blurs its profile data pi by blurring each dimension separately as follows,

β−
ri
(pji) = (pji − ri) mod P, ∀j ∈ [1, d] (1)

β−
ri
(pi) = (β−

ri
(p1i), β−

ri
(p2i), ..., β−

ri
(pdi))

where, pji is jth dimension of pi, and ri is the personalized blur used by i. The client also encrypts its personalized blur,

using the additive-homomorphic encryption ξhsk(ri), and sends the pair (ξhsk(ri), β−
ri
(pi)) to the cloud.

Redistribution: The server invokes this phase when it receives an update request from a client i. Client-specific blur csri,
and the global blur rg are used to blur already blurred profile of i. We call this process re-blurring.

prblurji =(β−
ri
(pji)−

cs ri + rg) mod P = (pji − ri −
cs ri + rg) mod P (2)

prbluri = (prblur1i , prblur2i , ..., prblurdi )

The server saves the encrypted blur ξhsk(ri) and distributes re-blurred profile values computed in equation (2) along with
the address of i to k random clients. These clients are selected in k rounds. In each round two clients are chosen randomly.
The client which is less loaded is selected.

Help-Request: When a client (q) is in need of help, it invokes Help-Request phase. In this phase, q sends blurred
requested-profile along with a tolerance value to the server. On reception of a request, the server broadcasts the blurred
requested-profile and delegates the near-neighbor computation to all clients. Clients compute distance between the re-
quested profile and saved blurred-profiles and send back the result directly to the querying client, q. Thus, this phase is
composed of 3 sub-phases as follows,
Request: The requesting client q blurs the requested-profile pq with a randomly generated personalized blur (rq) by
blurring each dimension of pq separately.

β+
rq(p

q
i ) = (p

q
i + rq) mod P, ∀i ∈ [1, d] (3)

β+
rq(p

q) = (β+
rq(p

q
1), β+

rq(p
q
2), ..., β+

rq(p
q
d))

q encrypts its personalized blur and tolerance value (tol) and sends the tuple (ξhsk(r
q), ξsk(tol), β+

rq(p
q)) to server.

8



Redistribution: The server invokes this phase on reception of a request from q. Without loss of generality, let us assume
that a client i has blurred profile information of t other clients each of which is represented by j. Server builds a set (Ri) of
t 6-tuples (Tj) and sends it to i. Each of these 6-tuples contains informations to determine near neighbor of the requesting
client.
1st and 2nd entries of Tj are addresses of q and j, respectively.

1Tj = q, 2Tj = j

3rd entry is built by reblurring the blurred profile of q, with the clients-specific blur assigned to q and the global blur, as
follows.

3Tl j = (β+
rq(p

q
l ) +

csrq + rg) mod P = (p
q
l + rq + csrq + rg) mod P, (4)

where 3Tl j is l
th dimension of 3rd entry of Tj,

csrq is client specific blur of q and rg is the global blur.

The server adds encrypted personalized random blur of q and j to build 4th entry of the tuple. This is where we use
additive homomorphic nature of encryption scheme.

4Tj = (ξhsk(r
q) + ξhsk(rj)) mod P (5)

5th entry is built by adding the client specific blur of q and j. Since, both the client-specific blurs are not known to clients,
the individual value of either csrq or csrj is not leaked by this entry.

5Tj = (csrq + csrj) mod P (6)

6th entry is the encrypted tolerance value sent by q. This tolerance value is used in the near-neighbor computation.

6Tj = ξsk(tol) (7)

The tuple Tj is then forwarded to all clients in the network.
Distance-Computation: In this phase clients compute distance between the blurred requested-profile and saved blurred
profile data of other clients. Let us assume that after redistribution phase, a client i receives a set Ri. Let us also assume
that i has blurred profile informations of t clients, j ∈ [1, . . . , n]. Let Tj ∈ Ri be the tuple containing data to compare with

j and prblurj be the re-blurred profile of j.

Since, i has the shared secret sk, it decrypts the encrypted blur and tolerance value in Tj. ci informs requesting client (q)
about clients whose re-blurred profile satisfy the following condition.

(
d

∑
l=1

(3Tl j − prblurj − δhsk(
4Tl j)−

5 Tl j)
2)1/2 < δhsk(

6Tj), (8)

where δhsk(·) decryption using key sk.

2.5.1 Correctness

After stating the newly proposed scheme, here we prove that, the scheme calculates distance correctly between requested
profile data q and blurred profile of a candidate client j. The fact that blurring according to our proposed scheme preserves
distance is captured by the following lemma.

Lemma 1. Given, T
q
j is the tuple containing data to compare with j and prblurj is the blurred profile of j

(
d

∑
i=1

(3T
q
ij − prblurj − δhsk(

4T
q
ij)−

5 T
q
ij)

2)1/2 = ‖pq − pj‖
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Proof. As described in ProfileUpdate-Request protocol, blurred profile stored on the server is calculated using equation
(2).

prblurij = (pij − rj −
csrj + rg) mod P (9)

Since, ξhsk(·) is an additive homomorphic encryption, from equation (5),

4T
q
j = (ξhsk(r

q) + ξhsk(rj)) mod P = ξhsk(r
q + rj) mod P

So, δhsk(
4T

q
j ) = δhsk(ξ

h
sk(r

q + rj) mod P) = (rq + rj) mod P (10)

So, combining equations (4), (6), (9), and (10),

(3T
q
ij − prblurj − δhsk(

4T
q
ij)−

5 T
q
ij)

= ((p
q
i + rq + csrq + rg) mod P− (pij − rj −

csrj + rg) mod P− (rq + rj) mod P− (csrq + csrj) mod P)

= (p
q
i − pij) mod P

Thus, according to the definition,

(
d

∑
i=1

(3T
q
ij − prblurj − δhsk(

4T
q
ij)−

5 T
q
ij)

2)1/2 = (
d

∑
i=1

((p
q
i − pij)

2)1/2) mod P = ‖pq − pj‖

2.5.2 Security

We measure security of the proposed protocol with following metric,
Probability of Information Leak per Comparison (PILC): PILC is defined as the probability of an adversary successfully
computing the profile data of a client by single comparison.

Security against external attacker and rogue server : In the proposed protocol ProfileUpdate-Request and Help-
Request are blurred with random personalized blur of a client and then these already blurred profiles are further blurred
with client specific and global blurs. So, only way for an external attacker and rogue server to retrieve client profile from
a blurred profile is by guessing the blur correctly. Since, all the blurs are selected uniformly at random from [1, P],

PILCexternal = PILCrogue−server =
1

P

Security against passive rogue client : A passive rogue client tries to retrieve client profile data from their respective
reblurred profiles data. According to the proposed protocol, the profile data of a client j is reblurred with its client-specific
blur and the global blur as follows,

prblurji = (β−
ri
(pji)−

csri + rg) mod P = (pji − ri −
csri + rg) mod P

where, ri and
csri are the personalized and client-specific blur, respectively. rg is the global blur.

prbluri = (prblur1i , prblur2i , . . . , prblurdi )

The adversary retrieves the blurred profile suucessfully, if it guesses (rg − csri − ri) mod P correctly. Since, all the blurs

are selected uniformly at random, chance of that happending is 1
P . Thus,

PILCpassive−rogue−client =
1

P

10



Security against active rogue clients : Now let us consider attacks launched by active rogue clients. According to
active attack model, a rogue client a sends a fake Help-Request to the server. The server then builds a set of tuples Ri with
Tj as follows for all clients (i ∈ C) and forwards it.

• 1Tj = a

• 2Tj = j, where j is a client whose blurred profile data is stored by i.

• The third dimension of Tj is reblurred request-profile of the requesting attacker (a). The request-profile (pa) blurred
with personalized blur of a (ra) is further reblurred by using client specific blur of a (csra) and global blur (rg). This
process of reblurring is shown below,

aprblurl = (β+
ra(p

a
l ) +

csra + rg) mod P = (pal + ra + csra + rg) mod P,

where aprblurl is lth dimension of reblurred requested profile of a.

3Tj = {aprblur1 , aprblur2 , . . . , aprblurd }

• 4Tj = ξhsk(r
a + rj) mod P, where ra is the random personalized blur used by a and rj is the random personalized

blur used by client j

• 5Tj = (csra + csrj) mod P

• 6Tj = ξhsk(tol), where tol is the tolerance value requested by a.

Since, all the attackers share informations, a knows the profile requested by a (pa) and the random personalized blur used
by a (ra). With these informations, a retreives ((csra + rg) mod P) and personalized blur (rj) used by j whose reblurred
profile is stored by a. If a guesses either global blur (rg) or the client specific blur of a (csra) correctly, it retrieves client
specific blur of j and also the global blur. Thus, q retrieves the profile information of j from its blurred profile. Since, both
the client-specific and global blurs are selected uniformly at random from [1, P],

PILCactive−rogue−client =
1

P

2.6 Evaluation
Implementation: The implementation of the proposed system includes two parts — client side application and the

server. We implemented the client side application with a prototype mobile application running on iOS 5.0, allowing users
to

• log in or register with unique user name and password.

• choose time interval to update profile; by setting a fixed update time interval, exact profile change time is not
exposed to the server.

• input request location (either latitude and longitude coordinates or zip code) and request content.

• get notification when the client is close to a requested location; response willingness to offer help.

• get notification if anyone offers help to the client’s request.

We implemented the server using Python Twisted library. The major concerns of the performance of the proposed system
are client application battery consumption and server scalability.

Mobile application: We first examine the proposed system on mobile devices. Our application registers itself as a
background VoIP service allowing it to (1) maintain a persistent connection with the server, (2) periodically fetch location
information, even if the app is running on background. Battery consumption results are shown in Table 1.

Server Scalability: For server side performance we are primarily interested in understanding the rate of requests
that a single server can handle, as this serves as the dominating factor controlling the number of on-line users that the
server can support. Table 2 shows computational complexity of each phase in our system.

Please refer to [26] for detailed evaluation.
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Table 1: Impact of proposed system as iOS application on battery life in ProfileUpdate-Request

standard standard significant-change
network (GPS) (WiFi/cellular) location service

3G 10h 12h 8mins 12h 10mins
WiFi 11h 14mins 16h 14mins 16h

Table 2: Runtime of different phases of proposed system on servicing client

ProfileUpdate-Request Help-Request
O(1) O(d · loglogn)

3 Asynchronous channel discovery

3.1 Motivation

Given the ever-increasing demand for all things wireless, spectrum has become a scarce resource. Historically, regulators
around the world have employed a command and control philosophy towards managing spectrum [27]: Some channels
were statically licensed to particular users (for certain periods and in certain geographies) while others were kept aside for
community use. Cognitive radio networks have emerged as a modern, dynamic approach to spectrum allocation [28, 29]

3.2 Related Work

Rendezvous problems have a long history in mathematics - an early example is Rado’s famous “Lion and Man” problem
[30]. Over time a variety of problems and solutions have evolved in both adversarial [31] and cooperative settings [32].
Rendezvous in networks has been extensively studied in the computer science community [33]. Though the study of
rendezvous in cognitive radio networks is relatively recent there already exists a comprehensive survey [34] that contains
a detailed taxonomy of the different models including the specific one relevant to this work. The problem of guaranteed
blind rendezvous in the asymmetric, asynchronous and anonymous case was first considered in [35] and subsequently
in [36, 37]. The use of prime numbers and modular algorithms was initiated in [38]. However, the general case of
the problem withstood attack until [39, 40]. The current state of the art is [41] which achieves O(n2) algorithm for the
asymmetric case and O(n) for the symmetric case.

3.3 Model

We work in the blind model where a collection of agents Ai wish to discover each other with no dedicated common control
channel or other shared infrastructure. Time is divided into discrete slots and spectrum is divided into discrete channels,
[n] = 1, 2, . . . , n. Each agent may access (or, hop on) a single channel in a single time slot and two agents rendezvous
when they hop on the same channel in the same time slot. When more than 1 agents hop onto the same channel, the
channel contention is resolved by CSMA/CA MAC protocol. Challenge is to design a channel-hopping schedule for each
agent so that they discover each other. As stated thus far, the problem has the trivial solution where all agents can hop on a
specific channel, say channel 1, in the very first time slot. However, reality is complicated by three additional requirements:
asymmetry, asynchrony and anonymity.

Asymmetry: Different agents may have access to different subsets of channels as a result of local interference or
variations in radio capabilities. Let Si ⊆ [n] be the subset of channels to which agent Ai has access. Thus the challenge is
to create for each agent Ai a channel-hopping schedule σi : {0, 1, . . .} → Si which guarantees that ∃t, σi(t) = σj(t) for any
two agents Ai, Aj, s.t.Si ∩ Sj 6= φ. (In the symmetric setting all agents have access to the identical subset of channels.)

Asynchrony: Different agents may not share a common notion of time. They may commence at different wake-
up times inducing a relative shift in their progress through their schedules. Note that agents do possess a common
understanding of slot duration. The goal, therefore, is to ensure rendezvous between a pair of agents in the shortest
possible time once they have both woken up. (In the synchronous setting all agents share a common notion of absolute
time.)
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Anonymity: In our setting an agent’s schedule must depend only on the subset of channels available to, and not on
a distinct identity of, the agent i.e., σi must depend only on Si . Note that Sj is unknown to Ai for i 6= j and it is allowed
for two different agents to have the same set of accessible channels, i.e., Si = Sj for i 6= j.

Now, the problem has the naive randomized solution, in which each agent, at each time step, selects a channel uniformly
and independently at random from its subset. It is not hard to see that this provides a high-probability guarantee of
rendezvous for agents Ai, Aj in time O(|Si||Sj| log n). However, the deterministic setting is the gold-standard in the
cognitive radio networking community: it makes the weakest assumptions about the devices, which need not have an
available source of randomness, and provides absolute guarantees on rendezvous time.

3.4 Bounds on time to rendezvous among synchronous agents

We reserve the notation i′ for bitwise negation of i. Also, i2 is used to represent the binary representation of i.

Definition 1. χ(a, b) is defined to be the location of first difference between the binary representation of a and b.

Definition 2. A schedule (s) is a binary sequence, s ∈ {0, 1}N, with the convention that 0 calls for hopping on the smaller channel
and 1 calls for hopping on the larger channel.

The following 2 theorems capture the upper and lower bound on time to rendezvous for the case when each agent has
access to 2 channels.

Theorem 1. Synchronous agents having access to 2 channels each, are guaranteed to rendezvous within O(log log n) time.

Proof. Since, there are n channels, χ(·, ·)2 < log log n. Thus the hopping sequence from Lemma 2 is of length O(log log n).

Lemma 2. In synchronous setting, hopping sequence S = 01χ(·, ·)2χ′(·, ·)2 guarantees rendezvous among all nodes having access to
2 channels.

Proof. Let us consider two agents A and B. Set of channels available to A and B are SA = {al , ah} and SB = {bl , bh},
respectively. Moreover, without loss of generality, let us assume that al < ah and bl < bh. Also, SA ∩ SB 6= φ. One of the
following 4 scenarios may happen,

• Scenario 1 (al = bl): By dint of 0 at the beginning of the schedule, rendezvous under this situation is achieved.

• Scenario 2 (ah = bh): Rendezvous is guaranteed, because of presence of 1 in the schedule.

• Scenario 3 (al = bh): It is to be noted that, to make guaranteed rendezvous in this scenario, A must choose 0 in
some time-slot and B must choose 1 in that same time-slot. According to the definition, χ(al , ah) 6= χ(bl , bh). So,
χ(al , ah)2 6= χ(bl , bh)2. Thus, there is a location where binary string χ(al , ah)2χ′(al , ah)2 contains 0 but χ(bl , bh)2χ′(bl , bh)2
contains 1.

• Scenario 4 (ah = bl): Similar to Case 3.

Combining above mentioned scenarios, the hopping sequence S = 01χ(·, ·)χ′(·, ·) guarantees rendezvous between agents
A and B.

Theorem 2. Rendezvous requires at least Ω(log log n) time, even in the synchronous model when agents are promised to have sets
of channels of size 2.

Proof. Let us consider the complete graph κn, with the interpretation that each vertex represents a channel and each edge
represents a set of size two. Moreover, each edge has a direction from the node with lower index to the node with higher
index.

Let σ be a schedule which guarantees rendezvous in time T. In this case, we treat a schedule as a finite length string
in {0, 1}T, with the understanding that rendezvous is guaranteed before any schedule is exhausted. Let us treat every
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schedule as a coloring of the edges of κn. So, the size of the palette is 2T. According to a variant of Ramsey’s theorem, any
m-coloring of the edges of the complete graph, κn, must have a monochromatic triangle when n ≥ em!. However, it is to
be noted that, a monochromatic triangle yields an ordered triple i < j < k for which the schedules associated with (i, j)
and (j, k) are identical: such schedules never rendezvous. It follows that e(2T)! ≥ n. Thus, T = Ω(log log n).

3.5 Proposed Research

• Extend the upper and lower bounds shown in Section 3.4 to more general case, where each synchronous agent has
access to more than two channels.

• In asynchronous settings, agents start hopping channels at different points in time. This relaxes the unnatural
assumption of synchronicity among agents. It would be interesting to compute similar bounds for asynchronous
agents.

4 Energy efficient relay discovery

Sensor nodes are small inexpensive devices running on on-board battery power. Most of the times it is impractical
to change or recharge the battery. This makes sensor nodes very short lived compared to other wireless devices, e.g.
consumer wireless devices. Although, several different approaches have been proposed to harvest ambient energy (e.g.
solar energy, electro magnetic energy etc.) periodically to recharge battery. But, these energy scavenging techniques
require building complex systems and also are not efficient. Moreover, even with on-board energy harvesting techniques,
continuous use of a sensor node lends the device inaccessible for regular work for long period of time. It has been
shown that wireless communication module is the most power hungry subsystem in a mobile device. So, it is absolutely
imperative that mobile devices use energy efficient routing protocols for longer lifetime. It has been seen that, wireless
transmissions over longer distance fade more quickly than in shorter distance and thereby wasting more power. To work
around this problem cooperative routing protocols have been developed. In such protocols, instead of transmitting to a
far away destination, an agent transmits to a relatively closer neighbor (relay) which in turn forwards the message to the
original destination. Energy efficiency of a cooperative network depends on the selection of relay nodes. Two techniques
called ”Energy accumulation” and ”Stochastic routing” have been devised to increase the energy efficiency of cooperative
networks. Energy accumulation provides more energy saving over stochastic routing with a cost of sophisticated hardware.

4.1 Energy efficient relay selection by accumulating energy at relays

4.1.1 Motivation

In traditional wireless communication system, agents only keep packets which have been received with a power higher
than a predefined threshold value, otherwise the packet is dropped. This threshold value is set much higher than noise
level, to ensure successful decoding of packets. But, in reality if the reception power of a packet is more than noise level
of the medium (but, less than the threshold), the agent can retrieve some partial information about the packet. Energy
accumulative routing protocols save energy over traditional form of wireless communication by storing partially heard
packets. In these protocols, partially overheard signals of previous transmissions for the same packet are aggregated by
nodes and decoded using a maximal ratio combiner technique.

4.1.2 Related work

Cooperative routing protocols have received lots of attentions to increase the efficacy of message transfer protocols in
wireless networks. Kailas et. al. [42] have proposed a technique called opportunistic large array (OLA) to increase network
life time. In OLA technique several relay nodes synchronize their transmissions to amplify the power at receivers placed
outside their individual coverage area. But, one disadvantage with this technique is the requirement of high level of
synchronization. To avoid this problem, energy accumulation routing is employed. In a wireless network, because of
broadcast nature of a wireless transmission, every node is able to listen to several transmissions of a packet. A node
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might not be able to decode each of such transmissions because of low reception power. But over time, a node can
successfully decode the packet by aggregating accumulated energy from multiple transmissions using maximal ratio
combiner technique. Energy accumulating routing protocols have been used to increase the efficiency of several different
aspects of wireless networks. Sharma et. al. [43] have used energy accumulation technique to increase capacity of a
network. Girici et. al. [44] have proposed heuristics to minimize outage probability in the network. “Wireless Multicast
with HitchHiking“(WMH) proposed by Agarwal et. al. [45] is the first protocol that uses accumulative relay technique
to save transmission energy. WMH starts by building a MST rooted at the source. Once the MST is built, the power
level of each node is decreased without breaking the tree. Yang et. al. [46] have proposed heuristics similar to WMH
to minimize energy consumption of packet transmission. Authors of [47–49] have proposed several other heuristics to
solve minimum energy problem. Maric et. al. [1] have proven that minimum energy broadcast problem with energy
accumulation technique is NP-complete and proposed a heuristic. Baghaie et. al. [50] have shown that delay constrained
energy efficient broadcast in cooperative networks is not only NP-complete, but also o(log n)-inapproximable. Chen et.
al. [51] showed that, not only broadcast but also minimum energy unicast with energy accumulation is NP-complete and
proposed a heuristics called “MEAR”. Baghaie et. al. [52] proved that, energy efficient transmission in multi-flow wireless
network is NP-hard and also O(n1/7−ǫ)-inapproximable.

4.1.3 Model

We consider a static wireless network with n nodes. Radio propagation is modeled by a given symmetric AWGN channel,
with a channel gain hab (sometimes, we use the notation h(a, b), instead) from node b to a. The network has enough
bandwidth resources to enable each transmission to occur in an orthogonal channel, thus causing no interference to other
transmission. Each node has both transmitter and receiver capable of operating over all available channels.

We assume that appropriate coding (e.g., repetition coding, space-time coding etc.) is used to enable nodes to accumulate
power. Every node is capable of transmitting packets with different power levels selected from W = {w1,w2, . . .}. Every
node is capable of storing all transmissions of a packet before the accumulative reception power for that packet is greater
than a predefined threshold value (τ).

4.1.4 Bug in NP-completeness proof described in [1]

Example Scenario: Let us consider the network shown in Figure 1. Node 0 is the source node, that has a packet to
broadcast. There are m other nodes i, ∀i ∈ [1,m]. Direction of edges represent direction of packet flow. Let us represent
the network in Figure 1 by a graph G = (V, E).

Construction of G′ = (V′, E′) from G: For each k ∈ V, cluster Ck is constructed. A cluster Ck includes a node
ij,k ∈ V′ for each incident edge (j, k) ∈ E and a node ok,l ∈ V′ for each outgoing edge (k, l) ∈ E. We define the function,

h(a, b), for each node a, b ∈ V′, as follows,

• h(ij,k, oj,k) = 1, ∀(j, k) ∈ E

• h(ij,k, ij′,k) = 1, ∀ij,k, ij′,k ∈ Ck

• h(ok,l, ij,k) = 1, ∀ok,l, ij,k ∈ Ck

• h(a, b) = 0, otherwise

An edge is constructed between two nodes a, b ∈ V′, if h(a, b) = 1.

It is to be noted that total energy consumed in a broadcast by node o0,1 is 2 ·m, which is a solution to the minimum energy
accumulative broadcast problem of graph G′. But, it is clear that, G does not have a Hamilton path.

4.1.5 Proposed Research

I plan to achieve the following,

• Prove NP-completeness of minimum energy broadcast problem with energy accumulation.
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Figure 1: Example network for which the reduction proposed
in [1] fails
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Figure 2: Graph G′ constructed from network in Figure1

• Compute inapproximability result in minimum energy broadcast.

• Propose a polynomial time computable algorithm that solves the minimum energy problem within a finite bound
of the optimal solution.

4.2 Stochastic multi-relay routing

4.2.1 Motivation

Wireless medium is inherently error prone and highly dynamic in nature. This renders traditional uni-path routing
inefficient for wireless communication. A naive approach to increase efficiency of wireless transmission is to use multi-
path routing instead of unipath routing. For better understanding let us consider the network in Figure 3. Node s is

s

r
1

t

r
2

r
10

Figure 3: Each communication lines originating at s have error rate 10%, all the communication lines terminating at t have
0% error rate

the source, t is the destination and r1, r2, ..., r10 are relay nodes. Let us also assume that the communication channels
between the source s and the relay nodes are highly error prone (10% error rate). But, the communication channels from
the relay nodes to the destination node are reliable with 100% packet delivery rate. Since, the packet drop rate for the
channels between s and relay nodes is 10%, using traditional routing protocol, each packet is required to be transmitted
on an average 10 times to ensure successful reception by the selected relay node. So, to transfer 10 packets from s to t
successfully, on an average 100 transmissions by s are required. On the other hand, with multi-path routing protocol,
where each packet is broadcasted to all its neighboring nodes, each packet transmitted by s is received by at-least one relay
node with very high probability. So, a multi-path routing protocol can transfer 10 packets from s to t with 10 transmissions
by s.

16



But, without proper relay scheduling, multi-path routing can have negative impact. viz., in the network in fig3, let us
consider that relay nodes r1 and r3 both receive a packet transmitted by s. After receiving, if both nodes r1 and r3 try to
transmit a packet to t, there would be collision, which would eventually decrease the efficiency of the network.

4.2.2 Related work

Most of the wireless routing protocols [53–56] mimic wired counter parts. But, these protocols yield poor performance
in many scenarios as they do not consider the highly dynamic nature of wireless medium. This has attracted several
researches [57–61] to model wireless network as a stochastic process. Chen et. al. [57] have considered the problem of
maximizing life time of a network where sensor nodes directly sends their collected data to the access point (AP). Authors
have modeled the network as a stochastic Markov decision process to select sensors for data transmission. Li et. al. [58]
have researched with 3 agent networks (1 transmitter, 1 relay and 1 destination). Every agent in the network is capable
of communicating with each other with varying transmission power. Authors have proposed a solution to the minimum
energy routing problem by modeling the wireless network as MDP and selecting a transmitter and receiver for each packet.
Singh et. al. [60] have used MDP modeling to maximize the flow problem of wireless network. The work proposed in this
article is very similar to the work done by Shirazi et.al. [59]. Authors [59] have worked with a network consists of several
agents capable of communicating with a fixed transmission power. Since, the transmission power is fixed for all agents,
the minimum energy transmission problem is derived to problem of finding minimum transmissions required to reach
destination. Authors have modeled the network as a MDP and used dynamic programming to solve the minimum-hop
problem for optimal result. Work proposed in this article differs in two ways. Firstly, in the current work, agents are
capable of communicating with each other with multiple transmission power levels. Secondly, I wish to come up with the
dynamic index (similar to “Gittins index”) to solve the MDP for efficiency.
To complete our review of related work we briefly survey work done on “Gittins index”. Gittins [62, 63] has proven the
existance of an index, maximizing which yields the optimized solution to multi-armed bandit problem. Gittins have stated
dynamic allocation index (DAI) theorem (similar to his original statement) in [64]. The DAI theorem states that, in a multi-
armed bandit problem, if all the bandit processes are independent of each other and at a time only one bandit is selected,
“Gittins index” yields optimal solutions. Original proof by Gittins have been followed by several other proofs [65–68] of
the same theorem with more and more insight to the problem. Dimitriu et. al. [69] have derived a variation of “Gittins
index” for finite horizon games.

4.2.3 Model

Wireless network is composed of N nodes. Time is divided into discrete slots. A node starts with an energy source with ξ0
power. Every node is capable of transmitting at a power level selected from the set W = {w1,w2, . . .w f }. We also assume
that w1 < w2 < . . . < w f . After each transmission, a node loses energy depending on the transmission power. Energy of a
node i in t time-slot is represented by ξit. A node is said to be dead if residual energy of that node is less than minimum
power required to reach its nearest neighbor. Every node has 3 modes of operation. A node is in sleepmode, if it does not
have any message to transfer. In active mode, a node transmits a message to its neighbors. A node is in stand-by mode,
when it has message to transfer, but it is not transmitting. Wireless channel between nodes are symmetrical. Bit error rate
of the channel between nodes i and j is eij.

Stochastic model of network: Each node of the network corresponds to a Markov decision process (MDP). Let us
consider that a node i corresponds to a MDP Mi. For simplicity, we say that a MDP Mi is in state s when the corresponding
node i is in the same state.
State space: A state of MDP contains the residual energy of the node, the MDP belongs to. Moreover, every state of Mi

contains the MDPs of neighbors of i.
Action space: The action space of a node i is Λ(i) ∈ [0, f + 1]. When the node i is not selected for transmission, Λ(i) = 0.
Otherwise, Λ(i) is the index of power level for transmission.

4.2.4 Proposed Research

Gittins has shown that, dynamic allocation index (“Gittins index”) yields optimal solution if each bandit process is inde-
pendent of each other. Is it possible to find such index among several non-independent semi-markov processes potentially
with more than 2 possible actions? If such index exists, then is it possible to propose a distributed protocol based on
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such index? On the other hand, if such index does not exist, I would propose heuristics computing routing protocols with
energy requirement comparable to dynamic programming solution.

5 Plan

Oct, 2013 Proposal defense
Nov, 2013 - March, 2014 Work detailed in sections 3, 4 and 5
March, 2014 - April, 2014 Final thesis writing

May, 2014 Tentative defense data
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