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Abstract. The Area of a schedule Σ for a DAG G is a quality metric that measures the rate at which Σ renders
G’s nodes eligible for execution. Specifically, AREA(Σ) is the average number of nodes of G that are eligible for
execution as Σ executes G node by node. Extensive simulations suggest that, for many distributions of processor
availability and power, DAG-schedules having larger Areas execute DAGs faster on platforms that are dynamically
heterogeneous: the platform’s processors change power and availability status in unpredictable ways and at unpre-
dictable times. (Clouds and desktop grids exemplify such platforms.) While Area-maximal schedules can provably
be found for every DAG, efficient generators of such schedules are known only for families of well-structured DAGs.
Our first result shows that the problem of crafting Area-maximal schedules for general DAGs is NP-complete,
hence likely computationally intractable. The lack of efficient Area-maximizing schedulers for general DAGs has
instigated the development of several heuristics for producing DAG-schedules that have large Areas. We propose
a novel polynomial-time heuristic that produces schedules having quite large Areas; the heuristic is based on the
Sidney decomposition of a DAG. (1) Simulations on DAGs having random structure yield the following results. The
Sidney heuristic produces schedules whose Areas: (a) are at least 85% of maximal; (b) are at least 1.25 times greater
than previously known heuristics. (2) Simulations on DAGs having the structure of random “LEGO R©” DAGs (as
formulated in earlier studies) indicate that the schedules produced by the Sidney heuristic have Areas that are at
least 1.5 times greater than previously known heuristics. The “85%” result is obtained from formulating the Area-
maximization problem as a Linear Program (LP); the Areas of DAG-schedules produced by the Sidney heuristic
are at least 85% of the Area-value produced by the (unrounded) LP. (3) The reported results on random DAGs
are essentially matched by a second heuristic, which produces DAG-schedules by rounding the results of the LP
formulation.

1 Introduction

The problem we study. Many modern computing platforms—notably clouds [34, 35], desktop grids [3], and volunteer-
computing projects [11, 19]—exhibit extreme levels of dynamic heterogeneity. The availability and relative computing
powers of such platforms’ computing resources can change at unexpected times and in unexpected ways. Scheduling
a computation for efficient execution on such a platform can be quite challenging, particularly when there are depen-
dencies among the computation’s constituent chores1 (jobs, tasks, etc.); as is traditional, we model such computations
as DAGs (directed acyclic graphs). The Area of a schedule Σ for a DAG G is a quality metric that measures the rate
at which schedule Σ renders G’s nodes eligible for execution: the larger the better. Specifically, AREA(Σ) is the
average number of nodes of G that are eligible for execution as Σ executes G node by node. The intuition motivating
the Area metric is that increasing the likelihood of having nodes eligible for execution increases the opportunities
to avail oneself of available computational resources, thereby decreasing the likelihood that a computation will stall
for lack of eligible work. Although this is just mathematical/computational intuition—the definition of Area does not
mention any properties of the computing platform—extensive simulations ([5, 6]) suggest that, for many distributions
of processor availability and power, DAG-schedules that have larger Areas execute DAGs faster on dynamically hetero-
geneous platforms. The current paper is motivated by the fact that, while all DAGs provably admit Area-maximizing
schedules, we know how to derive such schedules efficiently only for a variety of specific families of DAGs [5, 8].

1 Since a computation can be scheduled at a variety of levels of coarseness, we use the granularity-neutral term “chore” to denote
the units that combine to form the computation.



Our contributions. The first main result of the current study establishes that the AREA-MAX problem, i.e., the (de-
cision version of the) problem of generating Area-maximizing schedules for general DAGs, is NP-complete; see Sec-
tion 3. It is, therefore, likely that this optimization problem is computationally intractable in general. In response,
we have been seeking an approximation algorithm for AREA-MAX, i.e., an algorithm that produces DAG-schedules
whose Area is within a fixed factor of the area of an area-maximizing schedule. We have not yet discovered a good
approximation algorithm yet, but the search has not been fruitless. In Section 3, we present an algorithm that achieves
AREA always within 1/(2

√
n) of the optimum AREA. The preceding approximation factor is weak for large DAGs,

so the main focus of our work has been on developing heuristics that work well for large classes of DAGs. The second
main result of the current study is a new, polynomial-time, heuristic for producing DAG-schedules which is based on
the Sidney decomposition of a DAG [31]. Simulation experiments suggest that the schedules produced by this Sidney
heuristic have quite large areas; see Section 4.1. Specifically:

1. Simulations on DAGs having random structure yield the following results. The Sidney heuristic produces schedules
whose Areas: (a) are at least 85% of maximal; (b) are at least 1.25 times larger than the Areas of schedules
produced by previously known heuristics.

2. Simulations on DAGs having the structure of random “LEGO R©” DAGs (so named for the toy; cf. [6]) indicate
that the schedules produced by the Sidney heuristic have Areas that are at least 1.5 times larger than the Areas of
schedules produced by previously known heuristics.

The third main contribution of the current study is a new formulation of the Area-maximization problem as a Linear
Program (LP, for short); see Section 4.2. The LP formulation yields two benefits. First, the Area-value produced by
the (unrounded) LP for a DAG G affords us an upper bound on the maximal Area achievable by any schedule for G.
Indeed, this bound gives us access to the “85%” result just mentioned for the Sidney heuristic. Second, the LP formu-
lation yields a second new polynomial-time heuristic for the Area-maximization problem. While the LP heuristic just
essentially matches the random-DAG Areas achieved by the Sidney heuristic’s schedules, the LP schedules promise to
yield valuable information about the structure of Area-maximizing schedules, in the manner discussed in Section 4.2.
Related Work. The problem of scheduling a computation on a parallel/distributed computing platform, with the goal
of minimizing job completion time, has been studied since the development of such platforms [30]. Most variants of
this problem provide nontrivial computational challenges, esecially when the constituent chores of the computation
of interest have inter-chore dependencies that constrain the order of chores’ executions. In common with most of the
scheduling literature, we represents a job and its inter-chore dependencies as a directed acyclic graph (DAG) each
of whose arcs exposes one chore that cannot be executed before some other chore. An extensive overview of DAG-
scheduling algorithms related to grids is given in [10]. Most significant scheduling problems on DAGs are, even under
simplified assumptions, computationally intractable, which has led to the development of a multitude of heuristics;
cf. [20].

Despite differences in detail, virtually all proposed strategies for scheduling DAGs rely on knowing, possibly in
a stochastic sense as in [36], (almost) exact execution times of chores; for this reason, dynamically heterogeneous
platforms resist all standard scheduling strategies. To address this situation, a number of attempts have been made
to adapt earlier DAG-scheduling heuristics, such as HEFT [32] and FCP [28], to the new platforms. None of these
attempts have successfully addressed the range of challenges posed by dynamically heterogeneous platforms.

Among the bold approaches to crafting DAG-schedules for dynamically heterogeneous platforms are the partial-
order schedules of [27], which strive to craft schedules that enjoy temporal flexibility that is solidified only at run
time. A similar delay-of-commitment strategy forms the response advocated in [2, 17] to the unpredictability of highly
volatile computing platforms. Yet other studies propose scheduling strategies wherein a precomputed static schedule
is reorganized at run time in response to changes in processors’ powers [36, 23]; one instance of this appears in [26],
where planned checkpoints allow one to react dynamically to unexpected behavior by a volatile platform.

The scheduling strategy that leads to the current study was initiated in [29, 25]. These sources advocated ignoring
the (unknowable) characteristics of the host platform and, instead, deploying the chores of a DAG in an order that
maximized the rate of producing more chores that are eligible for deployment. The intuition is that under this regimen,
which is called IC-scheduling, whenever processors speed up, one will be more likely to have work to allocate to
them. Simulation experiments in [16, 24] seem to validate this intuition, but an unrecoverable flaw in IC-scheduling
was discovered in [25]—many DAGs do not admit optimal schedules under this paradigm (although many computa-
tionally significant DAGs do admit such schedules [7]). This discovery led to the development of Area-maximizing
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DAG-scheduling, whose study we continue here. The fundamentals of Area-maximizing scheduling are established
in [5] where, among other results, it is shown that (a) every DAG admits an optimal Area-maximizing schedule and
(b) optimal Area-maximizing schedules and optimal IC-schedules coincide for any DAG that admits an optimal IC-
schedule. Since efficient generators are not known for Area-maximizing schedules, a heuristic was developed in [6]
that converted a DAG G to a series-parallel version σ(G) and then generated a schedule for G by “filtering” an Area-
maximizing schedule for σ(G) (obtained via the algorithm in [8]). The simulation experiments reported in [6] suggest
that Area-maximizing DAG-scheduling has computational benefits similar to those of IC-scheduling, although to a
moderated degree. The current study focuses on a new heuristic whose schedules have Areas larger than those of the
schedules of [6].

There have also been studies that focus on DAG-scheduling strategies rather than complete schedules. An inter-
esting comparison of two dynamic approaches appears in [18]: replicated allocation of chores vs. deadline-triggered
reallocation. Other sources have analyzed the reliability of scheduling DAGs under execution-time uncertainty [14, 22].
Finally, one finds in [1] a framework for minimizing makespan when processors proceed asynchronously, executing
DAGs having unit-time chores.

Throughout, we exploit a nonobvious connection between the AREA-MAX problem and the Minimum Weighted-
Completion-Time problem for DAGs, MWCT. In Section 3, we invoke a result from [33] to establish the NP-Completeness
of our problem; in Section 4.1, we draw inspiration from [21] to develop a new heuristic for producing large-Area
schedules for DAGs.

2 Computation-DAGs and Their Schedules

Basic Definitions. Computation-DAGs. A (computation-)DAG G has a set N G of cardinality NG comprising its nodes,
each representing a chore in a computation, and a set AG of cardinality AG comprising its arcs, each representing an
intertask dependency. For arc (u → v) ∈ AG : • chore v cannot be executed until chore u is; • u is a parent of v; v
is a child of u in G. The notion of the ancestor of a node is inherited from the notion of parent. The indegree (resp.,
outdegree) of u ∈ N G is its number of parents (resp., children). A parentless node is a source; a childless node is a
sink. G is bipartite if N G can be partitioned into X and Y , and each arc (u → v) has u ∈ X and v ∈ Y ; we say that
G is bipartite of type (X → Y ).

DAG schedules and their quality. When one executes a DAG G, a node v ∈ N G becomes eligible (for execution)
only after all of its parents have been executed. (Hence, sources are always eligible.) We do not allow recomputation
of nodes, so a node loses its eligible status once it is executed. In compensation, the execution of a node v ∈ N G may
render new nodes eligible; this occurs when v is their last-executed parent. A schedule Σ for a DAG G is a rule for
selecting which eligible node to execute at each step of an execution of G. Σ is, thus, a topological sort [9] of G, i.e.,
a linearization ΛΣ of N G in which all children of each node v appear after v.

We measure the quality of a scheduleΣ via the rate at whichΣ’s successive node-executions produce new eligible
nodes—the more, the better. Because many DAGs do not admit schedules that execute nodes so that the number of
eligible nodes on G is maximized at every step of the computation—these are the IC-optimal schedules of [25]—our
goal is schedules that maximize the average number of eligible nodes on G, averaged over all steps of the computation.
A schedule that achieves this goal is said to be AREA-maximizing, as explained in the next subsection.

AREA-maximizing schedules. The AREA metric. For any schedule Σ for a DAG G and any integer T ∈ [0, NG ],2 we
denote by EΣ(T ) the number of nodes of G that are eligible at step T when Σ executes G.3 The eligibility profile of
schedule Σ is the (NG + 1)-tuple Π(Σ) = 〈EΣ(0), EΣ(1), . . . , EΣ(NG)〉. The AREA of Σ is the sum

AREA(Σ) = EΣ(0) + EΣ(1) + · · ·+ EΣ(NG). (1)

Note that AREA(Σ) is the unnormalized average number of nodes of G that are eligible when Σ executes G.4 Our
goal is to find, for each DAG G an AREA-maximizing schedule (A-M schedule, for short), i.e., a schedule Σ? for G such

2 [a, b] denotes the set of integers {a, a+ 1, . . . , b}.
3 We measure time in an event-driven manner, as the number of nodes executed to that point.
4 The term Area arises by analogy with the approximation of integrals by Riemann sums.
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that
AREA(Σ?) = max

Σ a schedule for G
AREA(Σ)

def
= AREA(G).

We refer to the quest for A-M schedules as the AREA-MAX problem.
Streamlining the metric. The following lemma technically simplifies AREA-MAX.

Lemma 1 ([5]). Every DAG G admits an A-M schedule Σ that executes G’s sinks only after executing all of its non-
sinks.

Focus on a DAG G that has n nonsinks, N nonsources, s sources, and S sinks (so that NG = s+N = S + n).
1. If a schedule Σ for G honors Lemma 1, then the last S entries in Π(Σ) are: S − 1, . . . , 1, 0. We can, therefore,

maximize AREA(Σ) by maximizing

Area(Σ)
def
=

n∑
i=0

EΣ(i) = AREA(Σ) −
(
S

2

)
. (2)

2. Let eΣ(t) denote the number of nodes of G that are rendered eligible by the node-execution at step t ∈ [1, NG ]
of Σ. By (2), EΣ(t) = s− t+

∑t
j=1 eΣ(j), so that

Area(Σ) =

n∑
t=0

t∑
j=1

eΣ(j) + (n+ 1)s −
(
n+ 1

2

)
,

which exposes

area(Σ)
def
=

n∑
t=0

t∑
j=1

eΣ(j) = n · eΣ(1) + (n− 1) · eΣ(2) + · · ·+ 1 · eΣ(n) (3)

as the only portion of Area(Σ) that actually depends on choices made by Σ.

3 The NP-Completeness of AREA Maximization and a
√
n-Approximation Algorithm

It is clear that the (decision version of the) AREA-MAX Problem lies within the class NP. Given a DAG G and integer k,
one can “guess” a topological sort T of G and determine whether AREA(Σ) ≤ k for the schedule Σ embodied in T .
We show now that AREA-MAX is also NP-hard, so that the problem is NP-complete. Our proof is via reduction from
the 0-1 Minimum Weighted-Completion-Time problem for a class of bipartite DAGs. This problem, which we refer to
as (0, 1)-MWCT, is defined as follows.

One is given a bipartite DAG G, with one set of the partition consisting of source nodes, and the other set consisting
of sink nodes. Thus, G is a bipartite DAG of type (S → T ), where S is a set of s sources and T is a set of S sinks.
Every source u ∈ S has computation time Cu = 1 and weight wu = 0, while every sink v ∈ T has computation time
Cv = 0 and weight wv = 1. Under this model, the makespan when we execute G is not affected by when we execute
any sink v—as long, of course, as v is eligible. For definiteness, we will execute each sink “greedily,” i.e., as soon as
it becomes eligible, and we will henceforth view a schedule as an ordering of G’s s sources. The weighted completion
time for G associated with schedule Σ is

WΣ
def
=

∑
j∈NG

wjCj = 1 · eΣ(1) + 2 · eΣ(2) + · · ·+ s · eΣ(s). (4)

Our challenge is to find a scheduleΣ for G that has minimalWΣ . It is shown in [33] that (0, 1)-MWCT is NP-Complete.
Employing standard job-scheduling notation, we refer to the preceding problem as a 1|prec|

∑
wjCj problem,

meaning that it involves a computation by a single processor (1), permits inter-job precedences (prec), and strives to
minimize the expression

∑
wjCj .

The reduction from (0, 1)-MWCT to AREA-MAX resides in the following lemma.
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Lemma 2. Any AREA-maximizing schedule for the 0-1 bipartite DAG G solves the 1|prec|
∑
wjCj problem for G: it

minimizes G’s weighted completion time.

Proof. Let Σ be an arbitrary schedule for the 0-1 bipartite DAG G. For definiteness, let Σ execute G’s s sources in the
order u1, . . . , us. Then, we have

WΣ =

s∑
k=1

keΣ(k). (5)

Adding Eqs. (3) and (5), we obtain

Area(Σ) +WΣ = (S + 1)s−
(
s+ 1

2

)
+ (s+ 1)

s∑
k=1

eΣ(k) = (S + 1)s−
(
s+ 1

2

)
+ (s+ 1)S,

since each of the S sinks becomes eligible exactly once. It thus follows that any schedule that any AREA-maximizing
schedule also minimizes the weighted completion time, whence the result.

A
√
n-approximation algorithm for AREA maximization. Given the NP-completeness of the problem, it is unlikely

that AREA maximization is computationally tractable in general. We have been seeking provable approximation al-
gorithms for the problem. Since the AREA of every schedule is at least n and at most n(n + 1)/2, we have a trivial
(n + 1)/2-approximation to the problem. We have been exploring different approaches with the hope of achieving a
much better approximation, say O(1) or polylogarithmic factor in the number of jobs.

The best approximation factor we are able to show is an 2
√
n-approximation, which we now present.

1. Using a maximum flow algorithm, find the largest antichain of the DAG G; i.e., a maximum-size set S of nodes
such that there is no path in the dag between any pair of nodes in S.

2. Decompose G into three DAGs: (i) G1 is the DAG induced by all nodes that have a nonempty path to some node in
S; (ii) G2 is the DAG induced by S (note it has no edges); (iii) and G2 is the DAG induced by all nodes that have
no path to any node in S.

3. LetΣ1,Σ2, andΣ3 denote arbitrary topological sorted orders of G1, G2, and G3, respectively. Return the schedule
Σ, which is the concatenation of Σ1, Σ2, and Σ3 in order.

Lemma 3. The above algorithm computes a schedule with area at least 1/(2
√
n) of the optimal.

Proof. Let w be the size of the largest antichain of G (also referred to as width of G). Since the set of eligible jobs at
any instant of any schedule is an antichain, the AREA of any schedule for G is at most nw. We consider two cases
depending on the value of w. If w ≤

√
n, then since the AREA of any schedule is at least n, it is at least 1/sqrtn of

the maximum area. If w >
√
n, then we have:

AREA(Σ) = AREA(Σ1) +AREA(Σ2) +AREA(Σ3)

≥ n− w +AREA(Σ2)

= n− w + w(w + 1)/2.

So the ratio of AREA(Σ) and the optimum is at least

n+ w2/2− w/2
nw

≥ w2

2nw
≥ 1

2
√
n
.

We have thus shown that the above algorithm yields a 2
√
n-approximation to the AREA maximization problem.
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4 Two New Heuristics

4.1 A DAG-Scheduling Heuristic Based on the Sidney Decomposition

This section is devoted to developing the SIDNEY scheduling heuristic. The heuristic builds on a transformation of
the input DAG G into a modified DAG G′. We show that finding an AREA-maximizing schedule for G is equivalent to
finding a schedule that minimizes the weighted completion time

∑
v∈NG′ wvCv for G′. Here, we reduce the AREA-

MAX problem to the Minimum Weighted Completion Time problem, and use a known approximation algorithm for
the latter problem to derive a heuristic for area maximization. (See Section 3 for notation and terminology.)

Given a DAG G, we construct its 0-1 version G0,1 as follows. The nodes of G0,1 are obtained by splitting every
node v ∈ N G into two nodes, v0 and v1. Each node of G0,1 with a 0 subscript (we call these the zero-nodes) has a
processing time of 0 and a weight of 1: pv0 = 0 and wv0 = 1; each node of G0,1 with a 1 subscript (the one-nodes)
has a processing time of 1 and a weight of 0: wv1 = 0 and pv1 = 1. Finally, we give G0,1 an arc (u1 → v0) for each
arc (u→ v) of G and an arc (u0 → u1) for each node u of G.

Let Σ be a schedule for G, and let Σ′ be a schedule for G0,1. We call Σ′ a 0-1 version of Σ if its ordering of G0,1’s
one-nodes is consistent with Σ’s ordering of G’s nodes. Thus if Σ executes G’s nodes in the order v1, v2, . . . , vNG ,
then Σ′ executes G0,1’s nodes in the order v1,1, v2,1, . . . , vNG ,1.

Lemma 4. Let G be any DAG and let G0,1 be its 0-1 version. If a schedule Σ is AREA-maximizing for G, then any 0-1
version of Σ minimizes weighted completion time for G0,1.

Proof. Because every zero-node has processing time 0, any WCT schedule for G0,1 will execute each zero-node as
soon as it is eligible. Therefore, the WCT time for any 0-1 version of schedule Σ is given by

WΣ′ =
∑
i∈NG

wi · max
j a parent of i

C(j) =
∑
i∈NG

wi · E(i), (6)

where C(j) denotes the time when node j’s execution completes, and E(i) denotes the time when node i becomes
eligible. By similar reasoning, we can represent AREA(Σ) as follows.

AREA(Σ) =
∑
i∈NG

(
(C(i)− 1)− E(i)

)
=

(
n+ 1

2

)
−
∑
i∈NG

E(i). (7)

It follows from equations (6) and (7) that if one could replace Σ′ by a schedule Σ′′ for G0,1 such that WΣ′′ < WΣ′ ,
then there would exist Σ̂ for G such that AREA(Σ̂) > AREA(Σ). But schedule Σ̂ would contradict Σ’s assumed
AREA-maximality. The lemma follows.

The duality between AREA(G) and WG0,1 for any DAG G enables us to invoke a known approximation algorithm
for minimum weighted completion time to G0,1 to obtain a heuristic algorithm for AREA maximization. We proceed
by invoking an algorithm introduced by Sidney [31] and later reused in [4]. We provide only an overview of the process
here, referring the reader to the cited papers for details.

In Sidney’s work, each node of a DAG G to be decomposed using Sydney’s algorithm, each node/task i has a
processing time pi and a weight wi. The rank of node i is the quotient ri = pi/wi; the rank of a set S of nodes is
r(S) =

∑
i∈S pi/wi. Following [4], we say that a sub-DAG G′ of G is precedence-closed if for each node i of G′, every

ancestor of i is also in G′. Additionally, G∗ denotes a precedence-closed subgraph of G of minimum rank. Finally, a
segment in a schedule Σ is any set of nodes that are scheduled consecutively by Σ. It is proved in [31]—and was
rediscovered in [4]—that there is a generalization of Smith’s rule for precedence-constrained graphs:

Lemma 5. There exists an optimal schedule for DAG G in which an optimal schedule for G∗ occurs as a segment that
starts at time zero.

In other words, in an optimal schedule Σ for G, an optimal ordering of the nodes of the minmum-rank precedence-
closed subgraph G∗ appears as the first segment of the schedule. The goal in [4] is to exhibit a polynomial-time
algorithm A that (1) recursively finds the set of nodes of G∗ (on the residual graph G −G∗), and then (2) schedules the
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nodes within each set in any feasible schedule, such that A finds a schedule Σ for G whose weighted completion time
is at most double the optimal minimum weighted completion time for G. The polynomial-time algorithm A works with
the Sidney decomposition of G in a manner we outline here.

Rather than specifically looking for the minimum-rank precedence-closed sub-DAG G∗, algorithm A finds a sub-
DAG whose rank is at most a constant λ > 0 specified as an input to the algorithm. It accomplishes this by constructing
an associated capacitated graph Gλ, with the following properties:

– The nodes of Gλ consist of the nodes of G along with a source s and a sink t.
– The arcs of Gλ are: {(s→ t), (i→ t)|i ∈ N (G)}

⋃
{(i→ j)|j is an ancestor of i}.

We further associate a capacity c(e) for every arc, as follows:

c(e) =


pi, if e = e(i, t)

λwi, if e = (s, i)

∞, otherwise

Finding a subgraph G∗ is thus reduced to finding a (s, t)-minimum cut for Gλ with cut value at most λw(G). Lemma
3 in [4] guarantees that if (A,B) is such a cut, then the rank of A − {s} is less than λ, and A − {s} is precedence-
closed in G. Hence, to find G∗, one can perform a binary search on λ to find G∗, and then recurse on the residual
DAG G − G∗ until the entire DAG has been decomposed. Alternatively, one can use an algorithm such as that de-
scribed in [12] to find all points λ in a single max-flow computation (making use of a variable of the push-relabel
algorithm), thereby decomposing the entire DAG G in a single pass. This alternative provides an efficient running time
of O(min (n2/3,m1/2)m log(n2/m) logU), where n is the number of nodes in the DAG, m is the number of arcs, and
U the maximum (finite) capacity, which is at most n in our case. Thus, for sparse dags (m = O(n)), the running time
is O(n5/3 log2 n), while for dense dags (m = Θ(n2)), the running time is O(n5/2 log2 n).

As the final ingredient for creating the desired SIDNEY heuristic, we recall the DYNAMIC-GREEDY scheduling
heuristic from [5].

The DYNAMIC-GREEDY heuristic schedules a DAG G by maintaining a MAX-priority queue of the eligible nodes,
(partially) ordered by their yields.

The yield of an eligible node v ∈ N G at step t of a schedule’s execution of G is the number of nodes that
would be rendered eligible if the schedule were to execute v at that step.

At each step, a maximal-yield node is selected for execution. When a node completes executing, all newly eligible
nodes are inserted into the priority queue, in random order. (The heuristic thus makes an optimal choice for this step,
but it ignores future ramifications of this choice.)

Finally, we are ready to specify the SIDNEY heuristic for computing a large-AREA DAG-schedule:

The SIDNEY heuristic
Given a DAG G:
1. Construct the associated 0-1 DAG G0,1.
2. Use a max-flow computation to perform a Sidney decomposition of G0,1.
3. Let S1, . . . , Sk be the node-sets computed in the Sidney decomposition:

(a) Remove all 0-nodes from each task-set Si.
(b) For each task-set Si, use the DYNAMIC-GREEDY heuristic to produce a schedule Σi for the nodes in Si.

4. Output schedule Σ = Σ1Σ2 . . . Σk, the concatenation of the k subschedules.

4.2 A DAG-Scheduling Heuristic Based on Linear Programming

Because the AREA-MAX Problem involves maximizing a sum of rather simple terms, it is not surpising that it can be
formulated as a Linear Program (LP). We present such a formulation that serves two purposes in our study. First, the
(unrounded) solution produced by the LP for any DAG G provides an upper bound on the maximal Area of G under
any schedule. Second, if one rounds the solution to yield integer values, one obtains a valid schedule for G. This (solve
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LP)-(then round) procedure comprises the LP heuristic for scheduling DAG G. Of course, the problem of obtaining
optimal integer solutions from an LP is the well-known ILP problem, which is NP-hard in general, hence likely
computationally intractable [13]. However, there may be ways to simplify the ILPs that arise in AREA-maximization,
at least for large classes of DAGs, so as to either simplify the problem computationally or to have access to approximate
solutions via the unrestricted (non-integer) form of the Linear Program. Even lacking such simplification, the solution
to the LP formulation for DAG G provides us with an upper bound on the Area achievable via any DAG schedule.

Let DAG G have n nodes. Our LP-formulation of the AREA-MAX problem employs three classes of indicator (i.e.,
0-1 valued) variables, each of size roughly n2. For i ∈ [1, n] and t ∈ [0, n]:

Variable Interpretation
xi,t Task/node i is executed at step t of schedule Σ.
yi,t Task/node i is eligible at step t of schedule Σ.
zi,t Task/node i has been executed prior to step t of schedule Σ.

Since any schedule for G executes one eligible node per step, the AREA-MAX problem can now be formulated as
follows; cf. (2).

maximize
n∑
t=0

n∑
i=0

yi,t subject to: (8)

n∑
t=0

xi,t = 1 for all i ∈ N G (9)

n∑
i=0

xi,t = 1 for all t ∈ [0, n] (10)

zi,T =
∑
t<T

xi,t for all i ∈ N G and T ∈ [1, n] (11)

yi,T = 1− zi,T for all i ∈ (Sources of G) and T ∈ [1, n] (12)
yi,T ≤ zj,T − zi,T for all T ∈ [0, n] and j ∈ (ancestors of i) (13)

zi,T+1 ≤ zj,T for all T ∈ [0, n] and j ∈ (ancestors of i) (14)
xi,t, yi,t, zi,t ∈ {0, 1} for all i ∈ N G and t ∈ [0, n] (15)

Constraints (9,10) ensure, respectively, that each node/task is completed and that no processor is idle at any time
step. Constraint (11) ensures that the cumulative-execution variable z equals the sum of work done on each node prior
to time T . Constraint (12) ensures that the eligibility of a source node is 1 minus (the work already completed in prior
time steps). Constraint (13) ensures that for each precedence constraint (j must be executed before i), the eligibility
of a node is bounded by the work already done on it minus the work already done on all of its ancestors. Finally,
constraint (14) ensures that for each precedence constraint (j must be executed before i), the work done on node i is
no greater than the work done on all of its ancestors.

To create a Linear Program (LP) from this ILP, we can replace the integrality constraints 15 with the following:

0 ≤ yi,t ≤ 1 for all i, t (16)
0 ≤ xi,t ≤ 1 for all i, t (17)

This transition from the ILP formulation to the LP formulation preserves almost all of the qualities of the ILP version
of AREA-MAX. The major difference is that the LP formulation allows fractional execution (and eligibility) of tasks—
which is equivalent to allowing preemption in schedules. The LP thus provides an upper bound for the optimal value
of AREA(G).

The preceding development leads us naturally to the following DAG-scheduling heuristic.

The LP heuristic
Given a DAG G:

8



1. Construct the LP from G.
2. Solve the LP
3. For each node i ∈ N fg , calculate a completion time Ci as the first time step T such that

∑T
t=0 xi,t = 1

4. Sort the list of completion times {Ci}ni=0, breaking ties arbitrarily. The resulting ordering of N fg is schedule Σ.
5. Output Σ as the schedule for G.

5 Simulation Experiments

5.1 Experimental Procedure

Overview of the experiment. To test the AREA quality of our SIDNEY and LP heuristics, we generated synthetic
DAGs that share structural characteristics with a variety of “real” computation-DAGs, especially those encountered in
scientific computing. For most experiments, we constructed schedules for each DAG using three heuristics: the SID-
NEY heuristic of Section 4.1 and the two “best” known heuristics (described below) as determined by the experiments
described in [6]. We then compared, for each DAG, the AREA of the three generated schedules. For some small DAGs
(having 100 nodes or fewer), we were able to consider also the AREAs of the schedules produced by the LP heuristic
of Section 4.2. While LP is a polynomial-time heuristic, its current implementation is prohibitively computationally in-
tense, certainly moreso than the SIDNEY heuristic. We are continuing to seek avenues to accelerate the LP computation
since its specification for a DAG G exactly reflects the definition of AREA(G).
The DAGs we tested. We generated random DAGs from the following families for our experiment.

1. Random n-node DAGs. We ordered n nodes for our DAG into a random sequence 1, 2, . . . , n. We designates the
last five nodes in the sequence as sinks and then, for each node i ∈ {1, . . . , n − 5}, we randomly selected five
children, j1 > i, . . . , j5 > i and generated arcs (i→ jk).

2. Random n-node LEGO R©-DAGs. We tested LEGO R©-DAGs (so named for the toy), as defined in [25]. These DAGs
are built from a repertoire of Bipartite Building Block DAGs (BBBs), that represent (parallel) steps in a compu-
tation. As in [25] (q.v.), we employed BBBs that reflect a single: expansive step (as in an out-tree), reductive
step (as in an in-tree), group step (as encountered in computations exemplified by convolutions or parallel-prefix
operations). We selected BBBs, randomized according to both size and structure, and composes them to create
multi-step, multi-level computations; we continued selecting and composing BBBs until the resulting LEGO R©-
DAG reached the desired size range. We created two classes of LEGO R©-DAGs, one using BBBs whose sizes are
drawn from a uniform distribution in the range [2, 20] and another using BBBs whose sizes are drawn from a
harmonic distribution that produces building blocks of expected size 10.

The heuristics we tested. The three schedulers we used to generate schedules were

1. The SIDNEY HEURISTIC scheduler, whose structure is described in Section 4.1.
2. The AOSPD scheduler. In brief, this scheduler which is developed in [8], takes the input DAG G and (if G is

not already a series-parallel DAG) invokes the algorithm found in [15] to convert G to a series-parallel DAG
σ(G) (while retaining much of G’s parallel structure). The AOSPD scheduler then generates an AREA-maximizing
schedule for σ(G), using the algorithm developed in [8]. We have chosen the AOSPD scheduler as a competitor for
the SIDNEY scheduler because AOSPD has experimentally been shown to generate larger-AREA schedules than
all tested heuristics that are oblivious, in the sense that they do not exploit any characteristics of the platform on
which G is to be executed.

3. The DYNAMIC GREEDY scheduler, whose structure is described in Section 4.1. We include this heuristic in the
competiton because it achieves the second-best AREA performance (after AOSPD) in the experiments in [6, 8].

Experimental methodology. DAG sizes. For the DAGs having random structure, we generates DAGs of sizes n =
{100, 200, 300, 500}. For the LEGO R©-DAGs, we generated DAGs of approximate sizes n = 200k where k ∈ [1, 20].
We generated 100 DAGs of each size for each of: random DAGs, uniform-LEGO R©-DAGs, and harmonic-LEGO R©-
DAGs. For each generated DAG, we constructed a schedule associated using each of the three heuristics and computed
the resulting AREA.

9



5.2 Experimental Results

The SIDNEY heuristic. The plots in Fig. 1 illustrate that, for the range of DAG-classes and -sizes tested, the Areas
of the schedules generated by the SIDNEY heuristic far exceed those of the schedules generated by both the previous
“champion” AOSPD heuristic of [8, 6] and the best “one-step-optimal” DYNAMIC GREEDY heuristic of [5].

1. The advantage of the SIDNEY heuristic is particularly remarkable when executing both classes of LEGO R©-DAGs
(constructed using, respectively, a uniform and a harmonic distribution of BBBs). For these DAGs, the Areas
of the SIDNEY heuristic’s schedules have an advantage that is a factor of 2.3 over the schedules produced by
DYNAMIC-GREEDY and a factor of nearly 1.5 over the schedules produced by the AOSPD heuristic. These numbers
are particularly heartening because of the structural similarity of LEGO R©-DAGs with DAGs encountered in real
applications.

2. The SIDNEY heuristic exhibited a notable Area-advantage over the competing heuristics when executing random
DAGs also, albeit with a somewhat smaller amplitude: roughly a factor of 1.3. We do not yet know how to interpret
this decreased advantage, but it is conceivably related to the fact that random DAGs often exhibit pathological
structure (by, e.g., having high expansion). We note with interest that the AOSPD heuristic’s schedules exhibit a
negligible Area-advantage over those of the DYNAMIC-GREEDY heuristic when executing random DAGs.

The preceding evidence suggests that the SIDNEY heuristic can find large-Area schedules for a broader class of DAGs
than the scheduling policies studied in [8, 6].

The LP heuristic. Our experience, thus far, with the LP heuristic has led us to classify it as an auxiliary scheduler
rather than a primary one (such as the SIDNEY and AOSPD heuristics). We justify this assessment.

The cons. We have yet to find an LP solver that can efficiently handle DAGs of even moderate size, because the
associated LPs are enormous. For example, DAGs of size n = 400 yield LPs with ≈ 5 × 105 variables and more
than ≈ 106 (mostly non-sparse) constraints. Due to this computational density, we were only able to generate
multiple schedules for only small random DAGs, having n ≤ 100 nodes.

The pros. The experiments we have performed with the LP heuristic lead us to believe that it is a legitimate competitor
for the SIDNEY heuristic, in terms of the Areas of its schedules. Specifically, the means of the Areas of the
schedules produced by the LP heuristic were roughly equal to the mean AREAs of the SIDNEY schedules for the
same DAGs; see Fig. 2.

This experience suggests that the LP heuristic might be a valuable “auxiliary” scheduler for small DAGs. For instance:

We conjecture that the SIDNEY heuristic will produce even better schedules if we use the LP heuristic, rather
than the DYNAMIC-GREEDY heuristic, to schedule its sub-DAGs.

Testing this conjecture is high on our to-do list, as we note in Section 6. At least as importantly is the direct application
of the LP formulation of AREA-MAX:

When we construct an LP for a DAG G, the objective value of the LP serves as a (possibly unachievable) upper
bound on Area(G), the maximum possible Area of any schedule for G.

Some perspective. We illustrate the use of the LP formulation of AREA-MAX as an idealized bound on DAG-Area in
Fig. 2 in conjunction with our comparison of the Areas of schedules for small random DAGs produced by the SIDNEY
and LP heuristics. As noted earlier, the computational intensiveness of computing the LP has restricted us to small
test DAGs, but we do note in the figure that, on the tested DAGs: (a) the SIDNEY and LP heuristics are very close
in performance, with a slight advantage to the SIDNEY heuristic; (b) both heuristics produce schedules whose Areas
achieve an average of 85% of the LP objective value, hence achieve at least that fraction of Area(G).

6 Conclusion

The past. The notion of the Area of a schedule for DAGs was introduced in [5], as a proposed mechanism for achiev-
ing high performance on the dynamically heterogeneous platforms that are becoming increasingly important. That

10



areaplots_fixed.pdf

Fig. 1. The Area-quality of our heuristic-generated DAG-schedules

lp_plots.pdf

Fig. 2. Comparing the LP and SIDNEY heuristics via the areas of schedules they produce for random DAGs. The ideal value from
the unrounded LP provides perspective.
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source developed the basic properties of the quality metric and provided evidence, via simulations, of performance
benefits in DAG-schedules that have higher Areas. This evidence, coupled with the apparent complexity of computing
Area-optimal DAG-schedules, motivated the development, in [8], of the easily computed AOSPD heuristic, which (1)
produced schedules with large Areas and (2) retained much of the performance benefit of Area-optimal schedules [6].
The present. The current paper has followed up on two aspects of the earlier studies of Area-oriented DAG-scheduling.
(1) We have shown that the observed computational intractability of Area-oriented scheduling is likely inevitable, be-
cause achieving Area-optimality is NP-complete (Section 3). (2) We have introduced two new polynomial-time Area-
oriented scheduling heuristics, the SIDNEY heuristic and the LP heuristic (Section 4). Both produce DAG-schedules
whose Areas are, based on extensive simulations, significantly larger than the Areas of schedules produced by the
AOSPD heuristic (Section 5).
The future. We are actively working on two avenues for extending the work reported here. (1) We are exploring the
design of provably good approximation algorithms for finding an AREA-maximum schedule. (2) We are pursuing
ways to improve both of our new heuristics, in terms of the efficiency with which they produce DAG-schedules and
Areas of the schedules produced. (3) We are initiating studies of the performance benefits of our new heuristics.
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