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Lecture Outline:

* The k-median problem
* An LP-based filtering algorithm for k-median

* A local search algorithm for k-median

This lecture considers the k-median problem. We begin with a simple algorithm based on a linear pro-
gramming relaxation, which yields an approximation ratio of 6 using twice the number of medians — so
technically, not a real approximation. The main focus of the lecture is a 5-approximation algorithm based
on local search [AGK™04]]. The presentation here is partly based on [WS11, Section 9.2]

1 The k-median problem

The k-median problem is a widely studied problem in center-based clustering. The input to the problem is
a set V of locations and distance function over pairs of locations, and the goal is to select a subset F' of k
locations, which we call medians, such that the sum, over all locations of their distance to the closest median
is minimized. Here is a formal definition of k-median problem:

Problem 1. Given a set of locations(clients) V, a distance function between two locations d : V' x V — R
and an input parameter k, the k-median problem is to find a subset F* C V and o : V' — F' such that

.« |F|=k

* The total costi € V, ),y d(i,0(i)) is minimized.

We sometimes refer to the k centers as facilities and all locations as clients. A more general version of the
problem includes a weight w; for each client ¢ and sets the objective as minimizing the weighted sum of
the distances to the closest facility. Another generalization is where the facilities are required to be from a
specified subset of V. All the results presented in this lecture extend to the general case where the clients
have weights and the facilities are restricted to be from a specified subset of locations. For simplicity, we
will restrict our attention to the unweighted problem with the allowance that any location can be a facility.

2 An LP-based filtering algorithm for £-median

We can write the problem down as an integer linear program, and study its fractional relaxation. For j € V,
let y; be the indicator variable that we open a facility at j; that is, y; is 1 if j is a facility and O otherwise.



For i, j € V, let x;; represent the indicator variable that client 7 is assigned to facility 4; so, z;; equals 1 if ¢
is assigned to j and O otherwise. Consider the following integer linear program.

min Z d(i, j)xij
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We first observe that a solution to the above integer linear program solves the k-median problem. The first
inequality requires that every client is assigned to some facility. The second inequality ensures that a client
to assigned to a location only if a facility is opened there. The third inequality ensures that at most k facilities
are opened.

Integer linear programming is NP-complete. But if we relax the integer constraint—that is, replace x;;, y; €
{0,1} by 0 < 245, y; < 1—the resulting linear program is solvable in polynomial time. We will study linear
programming in greater depth later in the course. For now, it suffices to assume that a solution to a linear
program can be found in polynomial time.

We now use a simple filtering approach to get an approximation solution for k-median. We first solve the
above LP to obtain a solution (x*, y*). For each client i, we define a ball, whose center is the client ¢, with
the radius r; = 23, d(i, j)x7;. Then, we sort all balls B(4, ;) in a non-decreasing order of their radii. We
process the next ball in this order, pick an arbitrary location in it and open a facility there, then remove this
ball and all other balls overlapping with it. This process continues until all balls are processed.

There are two things to analyze. First, what is the cost of the solution? We observe that the optimal cost

equals .
Z Z d(i, j)z}; = 3 Zrl
i j i

For any client i, if a facility is opened in B(z,r;), then the distance of i to its closest facility is at most r;.
Otherwise, the ball B(i,r;) overlapped with a ball B(¢,ry) with 7, < r; such that a facility, say j, was
opened within in ball B(¢, ;). The distance from i to j is at most r; + 2r, < 3r;. Therefore, the total cost
of the algorithm’s solution is at most

3 Z r; < 6 times optimal cost.

)

Our second question is the following: how many facilities were opened? By an averaging argument, we
know that the total sum of y; within any ball B(i,r;) is at least 1/2; otherwise, we get » -, d(i, j)y; >>
ri/2 = 3, d(i, j)xj;, a contradiction. Since the balls we select are non-overlapping, and the total sum of
all y;s is at most &, we can select at most 2% balls, for a total of at most 2k facilities.



We thus obtain a (2, 6)-approximation solution, which means that the solution opens at most 2k facilities
and has a 6-approximation on the clients’ connection cost with respect to an optimal k-median solution.
Such an algorithm is referred to a bicriteria approximation algorithm.

3 Local search algorithm for £-median

In this section we will introduce the local search method to solve the k-median problem with an approxima-
tion ratio of 5. The basic idea of local search is the following: we start with an arbitrary set of k facilities,
which is not necessarily optimal, then we will try to improve this solution by swapping the facilities selected
in our initial solution with other facilities until no improvement can be made by any swapping. In particular,
we will consider one of the simplest local improvement steps: suppose our current set of facilities is S if
there exists a location = € S and a location y ¢ .S such that the cost of (S \ {z}) U {y} is less than that of
S, then replace x in S by y.

We can continue this local improvement step until there is no possible improvement. Such a solution is a
local optimum. Note that the local search algorithm completes in a finite number of steps since there are
only a finite number of solutions and we are always reducing the cost of a solution in a local improvement
step.

Two questions come to mind. First, how does the cost of a locally optimal solution with that of a global
optimum? Can the local search algorithm be made into a polynomial time algorithm?

Theorem 1. For the metric k-median problem, any local optimum has cost at most five times that of the
global optimum.

Proof. Let S be alocal optimum. Thus, no swap of facilities leads to an improvement in cost. Let S* denote
a global optimum solution. We will identify k£ swaps among S and S* such that the change in costs when
we apply the swaps independently relate to the cost of S and S*. Knowing that the swaps cannot decrease
the cost will then yield the result that the cost of S is at most 5 times the cost of S*.

Let o and o denote the assignment functions for S and S*, respectively. That is, for any location i, o (%)
(resp., 0*(4)) is the closest facility in .S (resp., S*). We partition the facilities in S into three categories:

* Let O consist of all facilities o in .S such that there is exactly one facility o* € S* with o(0*) = o. Let
O* denote the set {0* € S* : g(0*) € O}. Note that |O*| = |O|.

* Let Z consist of all facilities z in .S such that there is no facility z* € S* with o(2*) = z.

* Let T be SU(OU Z); thatis, T consists of all facilities ¢ in .S such that there are at least two facilities
T, t5 € S*witho(t]) = o(t5) = t.

We are ready to define the k swaps. The facilities in 7" are ’close” to multiple facilities in S*, so intuitively
we should avoid swapping them out. We have the swap (o*, o(0*)) for each o* € O*. Since every facility
in T has at least two facilities in S* — O* mapped to it by o, we have |T'| < |S* — O*|/2. Since |T|+ |Z| =
|S — O| = |S* — O*|, it follows that |Z| > |S* — O*|/2. We include a swap (s*, s) for each s* € S* — O*



by choosing an arbitrary s € Z subject to the constraint that no s € Z is in more than two swaps. Since
|Z| > |S* — O*|/2, this can be guaranteed.

Consider any swap (s*, s). Any client ¢ with 0* (i) = s* can be assigned to s* yielding a change in cost of

We also need to reassign each client 7 such that o(i) = s and 0*(i) # s*; we reassign ¢ to o(c*(4)). For
this to be feasible, we need to argue that o(c*(7)) # s. Note that s is either in O or Z. If s € O, and
o(c*(i)) = s, then o*(i) = s*, contradicting our assumption. Otherwise, there is no z* € S* such that
o(x*) = s. This ensures that the reassignment is feasible. Furthermore, the change in cost due to the
reassignment of client ¢ with o (i) = s and 0™ (i) # s* is at most

d(i, o (0™ (i) — d(i, o (i)

The total change in cost as a result of the swap (s*, s) is at most

Y. (di 0" (@) — d(i, (i) + > d(i, o (0" (4))) — d(i, o (i),

i:0*(1)=s* i:0(i)=s,0* (1) #s*

Since S is a local optimum, the change in cost owing to any swap is non-negative, so we have

D (d(i, 0% (i) — di, (i) + > d(i,o(c*(3))) — d(i,o(i)) >0

i:0*(1)=s* B0 (i)=s,0* (i) F£s*

We can add this over all swaps (s*, s) and obtain.

> Yo (dGo* (@) —d(io@)+ Y (di,o(0"(@) —di,o(i) | 20

swap (s*,s) \i:o*(i)=s* i:o(i)=s,0* (i) F#s*

Since each facility in S* appears exactly once, we obtain

> S (i, 0" (i) - di, (i) | =" - C.

swap (s*,s) \s:0*(i)=s*

We now analyze d(i,o(c*(i))) — d(i,0(i)) whenever o (i) = s,0*(i) # o. We derive

d(i,o(0"(1))) —d(i,o(2)) < d(i,0"(i)) +d(o™(i), o(0"(2)) — d(i, (i)
< d(i,0%(i)) + d(o*(2),0(i)) — d(i,0(7))
< d(i,0%(i)) + d(i,0(i)) + d(i,0" (i) — d(i,0(7))
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Since each s appears at most twice in the swaps, each client ¢ also appears at most twice in the following
summation yielding

> (d(i,o(0*(i)) — d(i, 0(i)) < Y 4d(i, 0™ (i) = 4C*.
i:0(i)=s,0* (1) #£s* i

Putting all this together we obtain 5C* — C > 0 yielding the desired claim. O

4



While the local search algorithm guarantees a 5-approximation after convergence, it is not clear how long
the algorithm will take to converge. In order to attain a polynomial running time, we should stop the iteration
process at some point when the improvement from any swap is small enough. For a given € > 0, we will
use the following stopping criterion:

* The local search will stop if no swap improves cost by more than %.

Under this criterion, the improvement of any k swaps is bounded at ecost(S). So using the same analysis as
above, we obtain

cost(S) — 5 - cost(S*) < ecost(S) (1)

Thus, the local search algorithm with the above stopping criterion has an approximation ratio of 5+ ¢, where
the ¢ > 0 can be made as close to zero as needed.

We now argue that with the stopping criterion, our local search ends in polynomial time (which may depend
on ¢). Consider an iteration of the local search. If S is the solution before any iteration and S’ after the
iteration, we obtain:

cost(S") < (1 - %) cost(S) )

Here % is the drop in cost in the iteration of local search. Thus, if our initial local search solution is

Sinit, then after ¢ iterations of local search, our solution .S will have cost at most

cost(Sinit) <1 — %)t

It is easy to obtain an O(n) approximation to the k-median problem by greedily adding facilities that min-
imize the maximum distance of a client to its nearest facility. We can set this solution to be the initial local
search solution, in which case the number of iterations before local search (with the stopping criterion)

terminates is L (Sit) "
COSt(Oinit
t~—1 —— 2 | =0 -1
e 8 <cost(OPT)> <5 ogn) ’

where we use the approximation
) 1 k
o -
s\1= z €

Alternative ways of proving the polynomial time of the above local search procedure are given in [AGK™04]].
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