Outline

o Overfitting and Tree Pruning

o Continuous attributes

e Alternative attribute selection measures
o Missing attribute values

e Attribute costs

Avoiding Overfitting

How can we avoid overfitting?

e stop growing when data split not statistically
significant

e grow full tree, then post-prune

How to select “best” tree:
o Measure performance over training data

e Measure performance over separate validation
data set

o MDL: minimize
size(tree) + size(misclassi fications(tree))

Uses of Limited Data

o Training set: learn the tree

e Validation set: prune the tree

o Test set: estimate future classification accuracy

Best if they’re independent
If limited data, maybe best to overlap ...

Reduced-Error Pruning

Split data into training and validation set
Do until further pruning is harmful:

1. Evaluate impact on validation set of pruning
each possible node (plus those below it)

2. Greedily remove the one that most improves
validation set accuracy

e produces smallest version of most accurate
subtree

e What if data is limited?

Effect of Reduced-Error Pruning

09 T T T T T T

Accuracy

Rule Post-Pruning

1. Convert tree to equivalent set of rules
2. Prune each rule independently of others

3. Sort final rules into desired sequence for use

Perhaps most frequently used method (e.g., C4.5)




Converting A Tree to Rules

Sunny Overcast Rain

Humidity Wind
[Humidiy | Yes [ wind_]

High Normal Strong Weak

No Yes No Yes

¥ (Outlook = Sunny) A (Humidity = High)
THEN PlayTennis = No

IF (Outlook = Sunny) A (Humidity = Normal)
THEN PlayTennis = Yes

Continuous Valued Attributes

Create a discrete attribute to test continuous
o T'emperature = 82.5
o (Temperature > 72.3) =t, f

Temperature: 40 48 60 72 80 90
PlayTennis: No No Yes Yes Yes No

Attributes with Many Values

Problem:
o If attribute has many values, Gain will select it

e Imagine using Date = Jun_3_.1996 as attribute

One approach: use GainRatio instead
Gain(S, A)
SplitInformation(S, A)

GainRatio(S, A) =

- . e |Sil ]S
Split] t S,A)= - 1
plitIn formation(S, A) El S| 08, 5|

where S; is subset of S for which A has value v;

Attributes with Costs

Consider
o medical diagnosis, BloodTest has cost $150
e robotics, Width_from_1ft has cost 23 sec.

How to learn a consistent tree with minimum
expected cost?
One approach: replace gain by

e Tan and Schlimmer (1990)
Gain®(S, A)
Cost(A) ~
o Nunez (1988)
oGain(5,4) _ 1
(Cost(4) +1)*

where w € [0,1] dtermins importance of cost

10

Unknown Attribute Values

What if some examples missing values of A?
Use training example anyway, sort through tree

o If node n tests A, assign most common value of
A among other examples sorted to node n

e assign most common value of A among other
examples with same target value

e assign probability p; to each possible value v; of
A

—assign fraction p; of example to each
descendant in tree

Classify new examples in same fashion
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