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ABSTRACT

DISTRIBUTED DATA COLLECTION: ARCHIVING, INDEXING, AND ANALYSIS

FEBRUARY 2008

PETER DESNOYERS

S.B., MASSACHUSETTS INSTITUTE OF TECHNOLOGY
S.M., MASSACHUSETTS INSTITUTE OF TECHNOLOGY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Prashant Shenoy

As computing hardware becomes more powerful and systems become bigger, the amount of data we can collect within a system grows seemingly without bounds. These systems share a common characteristic: the volume of raw data available is far higher than can be handled by the application or user. The key problem is thus to identify some small amount of data which is of interest, obtaining it and presenting it to the user.

In this thesis we examine distributed data collection environments, and advocate data-aware and storage-centric approaches. Collected raw data is stored within the network, and only the most relevant information is presented to the application. We apply two strategies: (i) archiving, indexing and querying to retrieve discrete portions of data, and (ii) mathematical modeling to extract relationships spread more diffusely across the data. We propose mechanisms for archiving, indexing, and analysis, and describe them in the context of systems incorporating them.
First we address storage and indexing of high-speed event data in a resource-rich environment. A disk-based storage system operates on commodity hardware, yet guarantees writing at high rates to avoid loss. A signature file-based index allows indexing of high-speed data in real time, for efficient ad hoc querying. A network monitoring system based on these mechanisms is presented and evaluated.

Next we leverage the resources of a few resource-rich systems within a resource-constrained environment to index and route queries to remote sensors. These sensors send summaries of stored data to more capable proxy nodes, which use a novel search structure, the Interval Skip Graph, representing multiple records by a single imprecise key. We present a prototype implementation of a sensor network storage system based on these mechanisms.

Lastly we address analysis and model-building from feature-rich but poorly structured events. In our approach, statistical machine learning techniques are used to build models of application and system behavior in a data center, relying on an automated feature identification mechanism to identify model inputs from within the raw data stream. We present and evaluate Modellus, a data center monitoring and analysis system based on these mechanisms.
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CHAPTER 1
INTRODUCTION

With the growth in size and speed of networked and distributed systems, the volume of raw data we may record within a single system, network, or installation has increased almost without bound in recent years. The result in many cases is a system overloaded with raw data, perhaps to the extent that we can no longer locate the information the user actually needs. Data collection in such systems remains a challenge, due not to the difficulty of sensing or acquiring the data, but of locating and transmitting the small subset of that data needed by the user.

Data collection and selection is common to many systems, which vary greatly not only in scale, but in sensing modalities—i.e. what data is collected, and what mechanism is used acquire that data. Some sensor networks, for instance, monitor only simple physical phenomena such as temperature and humidity. In others the data source may be of higher speed and richer content, providing far more information than a slowly changing scalar value. The nature of the data being collected varies as well, from physical processes like temperature or radar to collection of output from computer applications.

Because of the wide variety in scale and modality in data collection systems, there is no common set of components and protocols which can serve for all. However, there are certain characteristics which are common to most, if not all, such systems:

- Data acquisition: Data collection is different from “data processing”. The inputs to a system come from outside that system; they are acquired in some fashion, and then some function of these inputs is presented to the user.
• Data transformation: In a wide class of data collection networks—the class considered in this thesis—the network does not just carry data, but rather it understands it. The collection system is able to use this knowledge of the schema or semantics of acquired data to filter, transform, or otherwise process the data being collected.

• Data transmission: In order to collect data, ultimately some of it must be transmitted to the user or application which is collecting it. In systems with high volumes of raw data, this transmission step is often problematic due to data volumes exceeding the capacity available for transmission.

1.1 Data Management in Distributed Data Collection Systems

There are many other aspects to such systems; for instance, the entire field of sensor network research focuses on particular forms of data collection networks. This thesis focuses on data management, and in particular on methods for coping with data overload in data collection systems. In the systems we examine there are two strategies for handling this data overload, depending on the structure of the data, as in some cases the application requires a tiny part of the data, while in others it requires a small summary over a larger part of the data. In the first case the strategy we advocate is one of archiving and indexing data as it is acquired, within the network, and only retrieving it when needed by the application. In the second case we argue for the use of mathematical modeling techniques to extract user-meaningful information from unstructured data. We next discuss the components of these strategies in more detail.

1.1.1 Distributed Data Archiving

Data archiving is an important function in any application which requires access to past data; for instance, the importance of a piece of data may not be known until after the fact. In a pure streaming system, where persistent queries are posted and act as filters on arriving data, implementing such an application would be difficult. In particular, it would be
necessary to request all the data which *might* be of use, to avoid missing anything that turns out to be important. In this case a central application itself is acting as an archival store, keeping information against the possibility that it might be needed. If communications bandwidth is limited, especially in contrast to storage bandwidth local to the remote system, it will be far more efficient to store data in a distributed fashion, and only retrieve it for the application when necessary.

The nature of such a distributed store varies with the scale of the system. In small wireless sensor networks, flash memory (particularly NAND flash) is the most appropriate local storage medium. In resource-rich systems, such as those composed of server-class machines, the storage resource of choice is magnetic disk. In each case a network storage system must cope with the particular challenges posed by the underlying technology, while still meeting application goals such as storage rate.

1.1.2 Indexing and Querying

If data is to be archived, then a query mechanism is needed to allow an application to retrieve it after the fact. The challenges in implementing such a query mechanism will vary according to the characteristics of the system in which it is implemented. In cases where large numbers of nodes each store moderate amounts of data, the primary challenge will be to efficiently locate query matches and route queries without exhaustively searching across nodes. If the amount of data archived on each node is large, as is the case in some higher-speed applications, and the number of nodes is modest, then forwarding a query to the appropriate node will be easier, and the challenge will be to locate the requested information once we get there.

1.1.3 Analysis, Modeling, and Prediction

Indexing and querying represents a simple form of data analysis, organizing data according to its characteristics and then dividing it by whether or not it matches an application-specified query. Deeper data analysis may be performed within a data col-
lection system, as well. Constructing models of the monitored phenomena or process is one form of such analysis, providing information useful for prediction and compression. Predictive models may even be considered a counterpart to archiving, as where one allows queries to be made into the past, the other allows queries of the (predicted) future.

In simple cases identifying the variables to be included in the model is straightforward; if there is only one measured value, for instance, then it will be the model input. However, in many cases there are a number of monitored variables or features which may be used for prediction, and it is necessary to choose the significant features to incorporate into the model, while ignoring irrelevant ones. For systems where these features do not change over time or from one instance to another, this may be done manually by human experts; an automated process at run-time can then learn model parameters. However, in other cases these features change over time or from case to case, and such manual feature identification is infeasible. What is needed, instead, is an automated method for model derivation. We propose the use of statistical learning techniques for building system response models based on collected raw data, in order to create system-specific models for behavior prediction.

1.2 Thesis Contributions

Each of these strategies is only a component of a system, and cannot be deployed and effectively evaluated in isolation. In this thesis we present a number of advances in the areas of data archiving, indexing, and analysis, embodied in three distributed data collection systems.

The first set of mechanisms address the issue of storage and indexing of high-speed sensed data in a resource-rich environment. A task-specific file system is used to provide both the performance guarantees and storage management functions needed by this application; for this task it is shown to offer significant performance increases over general-purpose file systems. A streaming index based on signature files [28] is used to index data at high speed for query and retrieval, and is also used as part of a distributed index
which routes queries across multiple monitors. We present the *Hyperion*
\(^1\) system, a network packet monitoring system with archiving and online query capability based on these mechanisms.

Next, we present a system which leverages the resources of a non-homogeneous sensor network to efficiently index and route queries to where data is stored on resource-poor sensing nodes. These nodes archive sensed data to flash storage, and then summarize information to more capable *proxy* nodes. The proxies, in turn, use a novel distributed search structure, the Interval Skip Graph, to index and search this summarized information. The summarization process reduces bandwidth consumption for indexing by representing multiple data items as a single inexact range, introducing a trade-off in overheads between index updates and queries, and an adaptation mechanism is used to tune the degree of summarization for optimal efficiency. We evaluate these mechanisms in *TSAR*,\(^2\) a storage and retrieval system for low-power wireless sensor networks.

Lastly we address the problems of analysis and model-building when predictive data consists of feature-rich events. We monitor and collect resource consumption and application behavior across a set of data center servers, and then use statistical machine learning techniques to build predictive models of application and system behavior. These models retain predictive power across significant shifts in application load and request mix. Rather than requiring by-hand analysis of applications, we use an automated feature extraction and selection mechanism to analyze application monitoring data and identify elements which comprise the model. We present and evaluate *Modellus*,\(^3\) a data center monitoring and analysis system based on these mechanisms.

---

\(^1\)Hyperion, a Titan, was the Greek god of observation

\(^2\)Tiered Storage ARchitecture

\(^3\)Latin, root of “model”
1.3 Thesis Outline

The remainder of this thesis is structured as follows. In Chapter 2 we describe our file system and index approaches for high speed network monitoring, and evaluate the Hyperion implementation. Chapter 3 presents storage and retrieval mechanisms for resource-constrained networks like wireless sensor networks, which are evaluated in TSAR. Chapter 4 explores methods for feature extraction and model derivation from data center monitoring logs, and evaluate these methods in the Modellus system for data center monitoring and analysis. Lastly, we conclude in Chapter 5.
CHAPTER 2

NETWORK PACKET MONITORING

Network packet monitoring is an application involving extremely high-speed streams of relatively structured data. The amount of data captured on a single interface is far more than can be handled by the user, who typically is only interested in a tiny subset of the entire packet event stream. In this chapter we present Hyperion, a network packet monitoring system capable of archiving captured traffic at high speed and performing online queries against this data, selecting and returning only those records of interest to the user.

2.1 Introduction

By network packet monitoring we refer to the passive collection of packet information such as headers, flow identifiers, etc. at various points within a communications network. Such information has become useful for a multitude of purposes. In security applications, packet-level monitoring can detect intruders and malware, or unauthorized usage. For network management and troubleshooting, it can provide visibility into network interactions, allowing communications errors to be located and corrected. In these and many other applications, one of the key features of a packet monitor is the ability to “find a needle in a haystack”—i.e. to locate what may be a very small number of packets within a stream of uninteresting data.

---

1 Hyperion, a Titan, was the Greek god of observation
2.1.1 Background and motivation

Network packet monitors, such as the widely used Tcpdump [42] and Snort [50], are used to capture and display network packets for various purposes. They may capture packet headers only, thus identifying most characteristics of a traffic flow or application, or examine the entire packet. Typically they incorporate a sophisticated filter capability in order to identify packets or flows of interest, which may be hidden in a high-speed stream of data. Such systems may range from single systems to large, distributed monitoring systems such as AT&T’s GigaScope [20].

Perhaps the primary challenge in creating a packet monitoring system is that of handling network speeds. At speeds of 100s of kilobits or even megabits, the capture, storage, and analysis of network data could be performed trivially on modern hardware by any number of general-purpose software tools. However, a single heavily loaded gigabit link might carry 800mbit/s of bi-directional traffic; with a typical mean packet size of 500 bytes, this corresponds to a rate of 200,000 packets per second. Capturing and filtering traffic at this speed is a challenging problem, and has spawned a number of innovative technical solutions, up to and including special-purpose hardware [91].

Almost all packet monitor systems to date have coped with this challenge by implementing streaming query systems—a query or filter is specified a priori, and those packets matching the query are returned as results. In some systems, captured and possibly filtered data may be stored for later offline analysis; however, such analysis requires either exhaustive search or the construction of indexes on this data, both of which are highly time-consuming. In many cases, however, the data being sought is not known until after the fact: e.g. in a security application, the need to search for an intruder may not be known until after a compromised system is discovered. Streaming query systems such as implemented in most network monitors, however, are unable to provide the interactive retrospective queries—ready access to past data—which would be needed to perform such after-the-fact analysis.
The data storage capacity to build a system for archiving high-speed network traffic is available today. If we sample 90-byte packet headers from the gigabit link above, the data rate to be archived is about 18Mbyte/sec, which is well within the range of disk storage systems. To store 24 hours of this traffic would require 1.5TB, or about $300 worth of raw storage at today’s prices; building a system with the storage capacity to archive a week of gigabit traffic is clearly possible with standard computing equipment. However, to date there appear to be no systems which are able to archive and query data at these rates and volumes. Several commercial network forensics systems (e.g. Sandstorm NetIntercept [75]) use conventional file systems and databases for storage and look-up, limiting their capture rate and ability to handle simultaneous queries. The Network Time Machine (Knronexl, Paxson et al. [48]) trims the data stream instead, storing and indexing only the first few packets from high-volume flows.

2.1.2 Research Contributions

The Hyperion system described in this chapter is a network packet monitor which performs comprehensive archiving and indexing of captured packet headers, and provides online query capability for searching this stored information. Three components of this system are significant: (i) A special-purpose streaming file system provides guaranteed storage bandwidth for incoming data, even while queries are being performed. (ii) A signature file-based index, which can be computed efficiently and stored to disk as packets arrive, while providing efficient after-the-fact search capability. (iii) Lastly, a distributed index, based on the same structure as the local on-disk index, is used for efficient query routing in a distributed system of Hyperion monitors.

The remainder of this chapter describes the goals and constraints, design, and implementation of the Hyperion system, followed by an evaluation of its performance. In Section 2.2 we discuss the goals of the Hyperion system in more detail, and examine the performance implications and requirements of these goals. In Section 2.3 we present the
Hyperion stream file system, StreamFS, and describe its design and structure. Section 2.4 describes our use of signature index structures to accelerate user queries without burdening the data collection and storage process unduly. Experimental results for StreamFS, our index system, and Hyperion as a whole are presented in Section 2.6. In Section 2.7 we review related work in comparison to Hyperion, and finally we conclude in Section 2.8.

2.2 Requirements and Challenges

We begin by examining the requirements for a network monitoring tool such as Hyperion. In order to fulfill its purpose as a monitor with retrospective query capability, we believe that it needs to meet the following goals:

- Continuously monitor multiple interfaces in multiple locations. Network events such as attacks may take place at different locations in the network, and detecting or tracing them may require correlating information from multiple locations.

- Provide on-line, interactive querying of monitored data. On-line access to prior data is the primary function of Hyperion, and to do this we need a query mechanism which allows only data of interest to be retrieved and examined.

- Store data for a reasonable (but limited) period of time. In order to examine past data it will be necessary to store it until it is needed. However, during continuous operation the total volume of data which may be captured is unbounded, and as new data arrives it will be necessary to replace older data.

- Run on commodity hardware. In order to maximize its utility, we strive to implement Hyperion on readily available systems and hardware.

These goals, in turn, imply several additional requirements. Monitoring in multiple locations requires a distributed system, able to search across data recorded by different monitors in these locations. Interactive querying poses search performance goals, necessitating some form of index structure for search acceleration. Yet, if such searches are to
be done on-line, any index must be updated as fast as data is stored, rather than after the fact. Storing streaming data as it arrives and managing data lifetime results in usage patterns which are far different from typical file and application behavior. Finally, the use of commodity hardware dictates disk-based storage, and imposes some additional limits on processing available at each monitoring node.

In order to meet these requirements, Hyperion addresses the following challenges:

**Archive multiple, high-volume streams.** As described above, a single heavily loaded gigabit link may easily produce monitor data at a rate of almost 20Mbyte/sec; one system may need to monitor several such links, and thus scale far beyond this rate. Merely storing this data on a disk-based system as it arrives may be a problem; although the peak speed of such a system is sufficient, the worst-case speed is far lower than is required. In order to achieve the needed speeds, it is necessary to tailor our system to the performance behavior of modern disks and disk arrays, as well as the sequential append-only nature of archival writes.

**Maintain indexes** on archived data. The cost of exhaustive searches through archived data would be prohibitive, so an index is required to support most queries. Over time, updates to this index must be stored at wireline speed, as packets are captured and archived, and thus must support especially efficient updating. This high update rate (e.g. 220K pkts/sec in the example above) rules out many index structures; e.g. a B-tree index over the entire stream would require one or more disk operations per insertion. Unlike storage performance requirements, which must be met to avoid data loss, retrieval performance is not as critical; however, our goal is that it be efficient enough for interactive use. The target for a highly selective query, returning very few data records, is that it be able to search an hour of indexed data in 10 seconds.

**Reclaim and re-use storage.** Storage space is limited in comparison to arriving data, which is effectively infinite if the system runs long enough. This calls for a mechanism for reclaiming and reusing storage. Data aging policies that delete the oldest or the least-
valuable data to free up space for new data are needed, and data must be removed from the index as it is aged out.

*Coordinate between monitors.* A typical monitoring system will comprise multiple monitoring nodes, each monitoring one or more network links. In network forensics, for instance, it is sometime necessary to query data archived at multiple nodes to trace events (e.g. a worm) as they move through a network. Such distributed querying requires some form of coordination between monitoring nodes, which involves a trade-off between distribution of data and queries. If too much data or index information is distributed across monitoring nodes, it may limit the overall scale of the system as the number of nodes increase; if queries must be flooded to all monitors, query performance will not scale.

### 2.2.1 Hyperion Design principles

To address these goals we have applied the following guiding design principles for our system design:

**P1: Support queries, not reads:** A general-purpose file system supports low-level operations such as reads and writes. However, the nature of monitoring applications dictates that data is typically accessed in the form of queries; in the case of Hyperion, for instance, these queries would be predicates identifying values for particular packet header fields such as source and destination address. Consequently, a stream archiving system should support data accesses at the level of queries, as opposed to raw reads on unstructured data. Efficient support for querying implies the need to maintain an index and one that is particularly suited for high update rates.

**P2: Exploit sequential, immutable writes:** Stream archiving results in continuous sequential writes to the underlying storage system; writes are typically immutable since archived data is not modified. The system should employ placement techniques that exploit these I/O characteristics to reduce disk seek overheads and improve system throughput.
**P3:** *Archive locally, summarize globally.* There is an inherent conflict between the need to scale, which favors local archiving and indexing to avoid network writes, and the need to avoid flooding to answer distributed queries, which favors sharing information across nodes. We “resolve” this conflict by advocating a design where data archiving and indexing is performed locally and a coarse-grain summary of the index is shared between nodes to support distributed querying without flooding.

We apply each of these design principles to both the storage and indexing subsystems, as described below.

### 2.3 Hyperion Stream File System

The requirements for the Hyperion storage system are: storage of multiple high-speed traffic streams without loss, re-use of storage on a full disk, and support for concurrent read activity without loss of write performance. The main barrier to meeting these requirements is the variability in performance of commodity disk and array storage; although storage systems with best-case throughput sufficient for this task are easily built, worst-case throughput can be three orders of magnitude worse.

In this section we first consider implementing this storage system on top of a general-purpose file system. After exploring the performance of several different conventional file systems on stream writes as generated by our application, we then describe StreamFS, an application-specific file system for stream storage.²

---

²Specialized file systems for specific application classes (e.g. streaming media) have a poor history of acceptance. However, file systems specific to a single application, often implemented in user space, have in fact been used with success in a number of areas such as web proxies [79] and commercial databases such as Oracle [61].
2.3.1 Stream Storage

In order to consider these issues, we first define a stream storage system in more detail. Unlike a general purpose file system which stores files, a stream storage system stores streams. These streams are:

- **Recycled**: when the storage system is full, writes of new data succeed, and old data is lost (i.e. removed or overwritten in a circular buffer fashion). This is in contrast to a general-purpose file system, where new data is lost and old data is retained.

- **Immutable**: an application may append data to a stream, but does not modify previously written data.

- **Record-oriented**: attributes such as timestamps are associated with ranges in a stream, rather than the stream itself. Optionally, as in StreamFS, data may be written in records corresponding to these with boundaries which are preserved on retrieval.

This stream abstraction provides the features needed by Hyperion, while lacking other features (e.g. mutability) which are not.

2.3.2 Why Not a General Purpose File system?

We first examine constructing such a stream storage system on top of a general-purpose file system. To do this we need a mapping between streams and files; several such mappings are possible, and we examine two of them below. In this examination we ignore the use of buffering and RAID, which may be used to improve the performance of each of these methods but will not change their relative efficiency.

**File-per-stream**: A naïve implementation of stream storage uses a single large file for each data stream. When storage is filled, the beginning of the file cannot be deleted if the most recent data (at the end of the file) is to be retained, so the beginning of the file is overwritten with new data in circular buffer fashion. A simplified view of this implementation and the resulting access patterns may be seen in Figure 2.1. Performance of this method
Each stream wraps from the end of its segment back to the beginning.

**Figure 2.1.** Write arrivals and disk accesses for single file per stream. Writes for streams A, B, and C are interleaved, causing most operations to be non-sequential.

Delete first and re-use when entire file system is full.

**Figure 2.2.** Logfile rotation. Data arrives for streams A, B, and C in an interleaved fashion, but is written to disk in a mostly sequential order.

is poor, as with multiple simultaneous streams the disk head must seek back and forth between the write position on each file. In particular, the disk position of any block of data is predetermined, before that data is received, so the disk access pattern is at the mercy of data arrivals. In addition, storage flexibility is poor, as once a file is created it in general cannot be shrunk or increased in size without data loss.

**Log files:** A better approach to storing streams is known as *logfile rotation*, where a new file is written until it reaches some maximum size, and then closed; the oldest files are then deleted to make room for new ones. Simplified operation may be seen in Figure 2.2,
Figure 2.3. Log allocation - StreamFS, LFS. Data arrives in an interleaved fashion and is written to disk in that same order.

where files are allocated as single extents across the disk. This organization is much better at allocating storage flexibly, as allocation decisions may be revised dynamically when choosing which file to delete. In addition, since files are always appended to rather than over-written, the file system need not be bound by previous allocation decisions when placing newly arriving data. Note, however, that file systems which allocate extents of storage in advance of writing them will still suffer poor locality when handling interleaved arrivals on different streams.

**Log-Structured File System:** The highest write throughput will be obtained if storage is allocated sequentially as data arrives, as illustrated in Figure 2.3. This is the method used by a log-structured file system such as LFS [72], and when logfile rotation is used on such a file system, interleaved writes to multiple streams will be allocated closely together on disk.

Although write allocation in log-structured file systems is straightforward, cleaning, or the garbage collecting of storage space after files are deleted, has however remained problematic [76, 90]. Cleaning in a general-purpose LFS must handle files of vastly different sizes and lifetimes, and all existing solutions involve copying data to avoid fragmentation.
The FIFO-like Hyperion write sequence is a very poor fit for such general cleaning algorithms; in Section 2.6 below we present results indicating that it results in significant cleaning overhead.

2.3.3 StreamFS Design

Hyperion StreamFS uses an LFS-like log structure, but avoids this cleaning overhead by eliminating the segment cleaner, and avoiding data copying entirely. This is done by moving the delete or truncate function into the file system; applications write data, but the file system (using application-provided policies) decides when to delete it.

Like LFS, all writes take place at the write frontier, which advances as data is written, as shown in Figure 2.3. Since the delete decision is made in the file system, it can be performed as the write frontier advances, so that it can advance to the next segment eligible to be deleted.

A trivial implementation of this strategy would be to over-write all data as the write frontier advances, treating the file system as a simple circular buffer and implicitly establishing a single age-based expiration policy for all streams. In a practical system, however, it may be necessary to retain data from some streams for longer periods of time, while records from other streams may be discarded quickly. For this reason, StreamFS provides each stream a storage guarantee, which defines a window of records which will not be reclaimed or over-written. As new data is written to the stream, the oldest records fall outside of this guarantee window and become surplus, or eligible to be deleted.

As the write frontier advances, the next segment is examined to determine whether it is surplus. If so, it is simply overwritten, as seen in Figure 2.3; if not it is skipped and will expire later. Skipping segments which are not surplus will result in disk seeks, this policy is not as efficient as blind overwrite. However, in practice the overhead due to these seeks is minor, as has been shown in simulation [23]. Intuitively, the reason this is the case is that those segments most likely to be skipped will belong to lower-rate streams, and thus will
Figure 2.4. StreamFS metadata structures. A record header is prepended to record written by the application; block headers are written for each fixed-length block, block map is written for every N (256) blocks, and one file system root.

be infrequent; segments typically belong to high-rate streams, and will have expired by the time the write frontier wraps around to them.

2.3.4 StreamFS Organization

The data structures which implement this stream file system are illustrated in Figure 2.4. The structures and their fields and functions are as follows:

- **record**: Each variable-length record written by the application corresponds to an on-disk record and **record header**.

- **segment**: Multiple records from the same stream are combined in a single fixed-length segment, by default 1Mbyte in length. The **segment header** identifies the stream to which the segment belongs, and record boundaries within the segment.
• **segment map:** Every $N^{th}$ segment (default 256) is used as a segment map, indicating the associated stream and an in-stream sequence number for each of the preceding $N - 1$ segments.

• **file system root:** The root holds the stream directory, metadata for each stream (head and tail pointers, size, parameters), and a description of the devices making up the file system.

Each record corresponds to a stream record as described above in Section 2.3.1; it is a single write (or group of related writes) with associated attributes such as timestamp and length stored in the record header. The segments correspond to the segments in the description of the write frontier and storage allocation above. Finally, the segment map is used in making allocation decisions as the write frontier advances. Rather than caching information about all segments in memory, or incurring the seek overhead of checking each segment, we occasionally read a segment map, and are able to use the map information to make allocation decisions for the next $N$ segments.

### 2.3.5 Striping and Speed Balancing

StreamFS supports a number of other features to enhance streaming performance; two of these are multiple device support (striping) and speed balancing. Multiple devices are handled directly; data is distributed across the devices in units of a single block, much as data is striped across a RAID-0 volume, and the benefits of single disk write-optimizations in StreamFS extend to multi-disk systems as well. Since successive blocks (e.g., block $i$ and $i + 1$) map onto successive disks in a striped system, StreamFS can extract the benefits of I/O parallelism and increase overall system throughput. Further, in a $d$ disk system, blocks $i$ and $i + d$ will map to the same disk drive due to wrap-around. Consequently, under heavy load when there are more than $d$ outstanding write requests, writes to the same disk will be written out sequentially, yielding similar benefits of sequential writes as in a single-disk system.
Speed balancing, in turn, addresses performance variations across a single device. Modern disk drives are zoned in order to maintain constant linear bit density; this results in disk throughput which can differ by a factor of 2 between the innermost and the outermost zones. If StreamFS were to write out data blocks sequentially from the outer to inner zones, then the system throughput would drop by a factor of two when the write frontier reached the inner zones. This worst-case throughput, rather than the mean throughput, would then determine the maximum loss-less data capture rate of the monitoring system.

StreamFS employs a balancing mechanism to ensure that system throughput remains roughly constant over time, despite variations across the disk platter. This is done by appropriately spreading the write traffic across the disk and results in an increase of approximately 30% in worst-case throughput. The disk is divided into three zones $R$, $S$ and $T$, and each zone into large, fixed-sized regions $(R_1, \ldots, R_n), (S_1, \ldots, S_n), (T_1, \ldots, T_n)$. These regions are then used in the following order: $(R_1, S_1, T_n, R_2, S_2, T_{n-1}, \ldots, R_n, S_n, T_1)$; data is written to blocks within each region sequentially. The effective throughput is thus the average of throughput at 3 different points on the disk, and close to constant.

When accessing the disk sequentially, a zone-to-zone seek will be required after each region; the region size must thus be chosen to balance seek overhead with buffering requirements. For disks used in our experiments, a region size of 64MB results in one additional seek per second (degrading disk performance by less than 1%) at a buffering requirement of about 16MB per device.

2.3.6 Read Addressing and Implementation

Hyperion uses StreamFS to store packet data and indexes to that data, and then handles queries by searching those indexes and retrieving matching data. This necessitates a mechanism to identify a location in a data stream by some sort of offset or handle which

---

3The original choice of 3 regions was selected experimentally, but later work [23] demonstrates that this organization results in throughput variations of less than 4% across inner-to-outer track ratios up to 4:1.
may be stored in an index (e.g. across system restart), and then later used to retrieve the corresponding data. This value could be a byte offset from the start of the stream, with appropriate provisions (such as a 64-bit length) to guard against wrap-around. However, the pattern of reads generated by the index is highly non-sequential, and thus translating an offset into a disk location may require multiple accesses to on-disk tables. We therefore use a mechanism similar to a SYN cookie [10], where the information needed to retrieve a record (i.e. disk location and approximate length) is safely encoded and given to the application as a handle, providing both a persistent handle and a highly optimized random read mechanism.

Using application-provided information to directly access the disk raises issues of robustness and security. Although we may ignore security concerns in a single-application system, we still wish to ensure that in any case where a corrupted handle is passed to StreamFS, an error is flagged and no data corruption occurs. This is done by using a self-certifying record header, which guarantees that a handle is valid and that access is permitted. This header contains the ID of the stream to which it belongs and the permissions of that stream, the record length, and a hash of the header fields (and a file system secret if security is of concern) allowing invalid or forged handles to be detected. To retrieve a record by its persistent handle, StreamFS decodes the handle, verifies that the resulting address lies within the volume, reads from the indicated address and length, and then verifies the record header hash. At this point a valid record has been found; permission fields may then be checked and the record returned to the application if appropriate.

2.4 Indexing Archived Data

It is not enough to merely be able to store and retrieve data quickly; an Hyperion monitor needs to maintain an index in order to support efficient retrospective queries. Because these queries are received while the system is online and recording data, the index must be created and stored at high speed, as data comes in. Disk performance significantly limits
the options available for the index; although minimizing random disk operations is a goal in any database, here multiple fields must be indexed in records arriving at a rate of over 100,000 per second per link. To scale to these rates, Hyperion relies on index structures that can be computed online and then stored immutably.

2.4.1 Signature Index

Hyperion partitions a stream into intervals and computes one or more signatures for each interval. The signatures can be tested for the presence of a record with a certain key in the associated data interval. Unlike a traditional B-tree-like structure, a signature only indicates whether a record matching a certain key is present; it does not indicate where in the interval that record is present. Thus, the entire interval needs to be retrieved and scanned for the result. However, if the key is not present, the entire interval can be skipped.

Signature indexes are computed on a per-interval basis; no stream-wide index is maintained. This organization provides an index which may be streamed to disk along with the data—once all data within an interval have been examined (and streamed to storage), the signature itself can also be streamed out and a new signature computation begun for the next interval. This also solves the problem of removing keys from the index as they age out, as the signature associated with a data interval ages out as well.
Hyperion uses a multi-level signature index, the organization of which is shown in detail in Figure 2.5. A signature index, the most well-known of which is the Bloom Filter [11], creates a compact signature for one or more records, which may be tested to determine whether a particular key is present in the associated records. To search for records containing a particular key, we first retrieve and test only the signatures; if any signature matches, then the corresponding records are retrieved and searched.

Signature functions are typically inexact, with some probability of a false positive, where the signature test indicates a match when there is none. This will be corrected when scanning the actual data records; the signature function cannot generate false negatives, however, as this will result in records being missed. Search efficiency for these structures is a trade-off between signature compactness, which reduces the amount of data retrieved when scanning the index, and false positive rate, which results in unnecessary data records being retrieved and then discarded.

The Hyperion index uses Bloom’s hash function, where each key is hashed into a $b$-bit word, of which $k$ bits are set to 1. The hash words for all keys in a set are logically OR-ed together, and the result is written as the signature for that set of records. To check for the presence of a particular key, the hash for that key $h_0$ is calculated and compared with the signature for the record, $h_s$; if any bit is set in $h_0$ but not set in $h_s$, then the value cannot be present in the corresponding data record. To calculate the false positive probability, we note that if the fraction of 1 bits in the signature for a set of records is $r$ and the number of 1 bits in any individual hash is $k$, then the chance that a match could occur by chance is $r^k$; e.g. if the fraction of 1 bits is $\frac{1}{2}$, then the probability is $2^{-k}$.

### 2.4.2 Multi-Level and Bit-Sliced Signature Indexes

Hyperion employs a two-level index [74], where a level-1 signature is computed for each data interval, and then a level-2 signature is computed over $k$ data intervals. A search scans the level-2 signatures, and when a match is detected the corresponding $k$ level-1
signatures are retrieved and tested; data blocks are retrieved and scanned only when a match is found in a level-1 signature.

When no match is found in the level-2 signature, \( k \) data segments may be skipped; this allows efficient search over large volumes of data. The level-2 signature will suffer from a higher false positive rate, as it is \( k \) times more concise than the level-1 signature; however, when a false positive occurs it is almost always detected after the retrieval of the level-1 signatures. In effect, the multi-level structure allows the compactness of the level-2 signature, with the accuracy of the level-1 signature.

The description thus far assumes that signatures are streamed to disk as they are produced. When reading the index, however, a signature for an entire interval—thousands of bytes—must be retrieved from disk in order to examine perhaps a few dozen bits.

By buffering the top-level index and writing it in bit-sliced [27] fashion we are to retrieve only those bits which need to be tested, thus possibly reducing the amount of data retrieved by orders of magnitude. This is done by aggregating \( N \) signatures, and then writing them out in \( N \)-bit slices, where the \( i^{th} \) slice is constructed by concatenating bit \( i \) from each of the \( N \) signatures. If \( N \) is large enough, then a slice containing \( N \) bits, bit \( i \) from each of \( N \) signatures, may be retrieved in a single disk operation. (although not implemented at present, this is a planned extension to our system.)

2.4.3 Distributed Index and Query

Our discussion thus far has focused on data archiving and indexing locally on each node. A typical network monitoring system will comprise multiple nodes and it is necessary to handle distributed queries without resorting to query flooding. Hyperion maintains a distributed index that provides an integrated view of data at all nodes, while storing the data itself and most index information locally on the node where it was generated. Local storage is emphasized for performance reasons, since local storage bandwidth is more
economical than communication bandwidth; storage of archived data which may never be accessed is thus most efficiently done locally.

To create this distributed index, a coarse-grain summary of the data archived at each node is needed. The top level of the Hyperion multi-level index provides such a summary, and is shared by each node with the rest of the system. Since broadcasting the index to all other nodes would result in excessive traffic as the system scales, an index node is designated for each time interval \([t_1, t_2]\). All nodes send their top-level indexes to the index node during this time-interval. Designating a different index node for successive time intervals results in a temporally-distributed index. Cross-node queries are first sent to an index node, which uses the coarse-grain index to determine the nodes containing matching data; the query is then forwarded to this subset for further processing.

### 2.5 Implementation

We have implemented a prototype of the Hyperion network monitoring system on Linux, running on commodity Intel-architecture servers; it currently comprises 7000 lines of code.

The StreamFS implementation takes advantage of Linux asynchronous I/O and raw device access, and is implemented as a user-space library. In an additional simplification, the file system root resides in a file on the conventional file system, rather than on the device itself. These implementation choices impose several constraints: for instance, all access to a StreamFS volume must occur from the same process, and that process must run as root in order to access the storage hardware. These limitations have not been an issue for Hyperion to date; however, a kernel re-implementation of StreamFS would address them if they become problematic in the future.

The index is a two-level signature index with linear scan of the top level (not bit-sliced) as described in Section 2.4. Multiple keys may be selected to be indexed on, where each key may be a single field or a composite key consisting of multiple fields. Signatures for
each key are then superimposed in the same index stream via logical OR. Query planning is not yet implemented, and the query API requires that each key to be used in performing the query be explicitly identified.

Packet input is supported from trace files and via a special-purpose gigabit ethernet driver, sk98.fast, developed for nProbe at the University of Cambridge [59].

The Hyperion system is implemented as a set of modules which may be controlled from a scripting language (Python) through an interface implemented via the SWIG wrapper toolkit. This design allows the structure of the monitoring application to be changed flexibly, even at run time—as an example, a query is processed by instantiating data source and index search objects and connecting them. Communication between Hyperion systems is by RPC, which allows remote query execution or index distribution to be handled and controlled by the same mechanisms as configuration within a single system.

2.6 Experimental Results

In this section we present operational measurements of the Hyperion network monitor system. Tests of the stream file system component, StreamFS, measure its performance and compare it to that of solutions based on general-purpose file systems. Micro-benchmarks as well as off-line tests on real data are used to test the multi-level indexing system; the micro-benchmarks measure the scalability of the algorithm, while the trace-based tests characterize the search performance of our index on real data. Finally, system experiments characterize the performance of single Hyperion nodes, as well as demonstrating operation of a multi-node configuration.

2.6.1 Experimental Setup

Tests reported below (unless otherwise noted) were performed on the system described in Table 2.1, a dual-processor Xeon server with fast SCSI disks. File system tests wrote dummy data (i.e. zeros), and ignored data from read operations. Most index tests, however,
Hardware 2 × 2.4GHz P4 Xeon, 1 GB memory
Storage 4 × Fujitsu MAP3367NP Ultra320 SCSI, 10K RPM
OS Linux 2.6.9 (CentOS 4.4)
Network SysKonnect SK-9821 1000mbps

Table 2.1. StreamFS Test System

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>data set</td>
<td>158 seconds</td>
<td>14.5M records</td>
</tr>
<tr>
<td>table load</td>
<td>252 s (±7 s)</td>
<td>1.56 × real-time</td>
</tr>
<tr>
<td>query</td>
<td>50.7 s (±0.4 s)</td>
<td>0.32 × real-time</td>
</tr>
</tbody>
</table>

Table 2.2. Postgres Insertion Performance

used actual trace data from the link between the University of Massachusetts and the commercial Internet [88]. These trace files were replayed on another system by combining the recorded headers (possibly after modification) with dummy data, and transmitting the resulting packets directly to the system under test.

2.6.2 Database and General-Purpose File System Evaluation

Our first tests establish a baseline for evaluating the performance of the Hyperion system. Since Hyperion is an application-specific database, built on top of an application-specific file system, we compare its performance with that of existing general-purpose versions of these components. In particular, we measure the speed of storing network traces on both a conventional relational database and on several conventional file systems.

**Database Performance:** We briefly present results of bulk loading packet header data on Postgres 7.4.13. Approximately 14.5M trace data records representing 158 seconds of sampled traffic were loaded using the COPY command; after loading, a query retrieved a unique row in the table. To speed loading, no index was created, and no attempt was made to test simultaneous insert and query performance. Mean results with 95% confidence intervals (8 repetitions) are shown in Table 2.2.
Figure 2.6. Streaming write-only throughput by file system. Each trace shows throughput for 30s intervals over the test run.

Postgres was not able to load the data, collected on a moderately loaded (40%) link, in real time. Query performance was much too slow for on-line use; although indexing would improve this, it would further degrade load performance.

**Baseline File system measurements:** These tests measure the performance of general-purpose file systems to serve as the basis for an application-specific stream database for Hyperion. In particular, we measure write-only performance with multiple streams, as well as the ability to deliver write performance guarantees in the presence of mixed read and write traffic. The file systems tested on Linux are ext3, ReiserFS, SGI’s XFS [85], and IBM’s JFS; in addition LFS was tested on NetBSD 3.1.

Preliminary tests using the naïve single file per stream strategy from Section 2.3.2 are omitted, as performance for all file systems was poor. Further tests used an implementation of the log file strategy from Section 2.3.2, with file size capped at 64MB. Tests were performed with 32 parallel streams of differing speeds, with random write arrivals of mean size 64KB. All results shown are for the steady state, after the disk has filled and data is being deleted to make room for new writes.
The clear leader in performance is XFS, as may be seen in Figure 2.6. It appears that XFS maintains high write performance for a large number of streams by buffering writes and writing large extents to each file – contiguous extents as large as 100MB were observed, and (as expected) the buffer cache expanded to use almost all of memory during the tests. (Sweeney et al. [85] describe how XFS defers block assignment until pages are flushed, allowing such large extents to be generated.)

LFS performance was best of the remaining file systems. We hypothesize that a key factor in its somewhat lower performance was the significant overhead of the segment cleaner. Although we were not able to directly measure I/O rates due to cleaning, the system CPU usage of the cleaner process was significant: approximately 25% of that used by the test program.

2.6.3 StreamFS Evaluation

In light of the above results, we evaluate the Hyperion file system StreamFS by comparing it to XFS.
StreamFS Write Performance: In Figure 2.7 we see representative traces for 32-stream write-only traffic for StreamFS and XFS. Although mean throughput for both file systems closely approaches the disk limit, XFS shows high variability even when averaged across 30 second intervals. Much of the XFS performance variability remains within the range of the disk minimum and maximum throughput, and is likely due to allocation of large extents at random positions across the disk. A number of 30s intervals, however, as well as two 60s intervals, fall considerably below the minimum disk throughput; we have not yet determined a cause for these drop-offs in performance. The consistent performance of StreamFS, in turn, gives it a worst-case speed close to the mean — almost 50% higher than the worst-case speed for XFS.

Read/Write Performance: Useful measurements of combined read/write performance require a model of read access patterns generated by the Hyperion monitor. In operation, on-line queries read the top-level index, and then, based on that index, read non-contiguous segments of the corresponding second-level index and data stream. This results in a read access pattern which is highly non-contiguous, although most seeks are relatively small. We model this non-contiguous access stream as random read requests of 4KB blocks in our measurements, with a fixed ratio of read to write requests in each experiment.
Figure 2.8 shows a scatter plot of XFS and StreamFS performance for varying read/write ratios. XFS read performance is poor, and write performance degrades precipitously when read traffic is added. This may be a side effect of organizing data in logfiles, as due to the large number of individual files, many read requests require opening a new file handle. It appears that these operations result in flushing some amount of pending work to disk; as evidence, the mean write extent length when reads are mixed with writes is a factor of 10 smaller than for the write-only case.

**StreamFS Read Performance**: We note that our prototype of StreamFS is not optimized for sequential read access; in particular, it does not include a read-ahead mechanism, causing some sequential operations to incur the latency of a full disk rotation. This may mask smaller-scale effects, which could come to dominate if the most significant overheads were to be removed.

With this caveat, we test single-stream read operation, to determine the effect of record size and stream interleaving on read performance. Each test writes one or more streams to an empty file system, so that the streams are interleaved on disk. We then retrieve the records of one of these streams in sequential order. Results may be seen in Figure 2.9,
Figure 2.10. Sensitivity of performance to number of streams

for record sizes ranging from 4KB to 128KB. Performance is dominated by per-record overhead, which we hypothesize is due to the lack of read-ahead mentioned above, and interleaved traffic has little effect on performance.

Additional experiments: These additional tests measured changes in performance with variations in the number of streams and devices. Figure 2.10 shows the performance of StreamFS and XFS as the number of simultaneous streams varies from 1 to 32, for write-only and mixed read/write operations. XFS performance is seen to degrade slightly as the number of streams increases, and more so in the presence of read requests, while StreamFS throughput is relatively flat.

Multi-device tests with StreamFS on multiple devices and XFS over software RAID show almost identical speedup for both. Performance approximately doubles when going from 1 to 2 devices, and increases by a lesser amount with 3 devices as we get closer to the capacity of the 64-bit PCI bus on the test platform.

2.6.4 Index Evaluation

The Hyperion index must satisfy two competing criteria: it must be fast to calculate and store, yet provide efficient query operation. We test both of these criteria, using both generated and trace data.
Signature Index Computation: The speed of this computation was measured by repeatedly indexing sampled packet headers in a large (≫ cache size) buffer on a single CPU. Since the size of the computation input — i.e. the number of headers indexed — is variable, linear regression was used to determine the relationship between computation parameters and performance.

In more detail, for each packet header we create $N$ indexes, where each index $i$ is created on $F_i$ fields (e.g. source address) totaling $B_i$ bytes. For index $i$, the $B_i$ bytes are hashed into an $M$-bit value with $k$ bits set, as described in Section 2.4.1. Regression results for the significant parameters are shown in Table 2.3.

As an example, if 7 indexes are computed per header, with a total of 40 bytes hashed and 60 signature bits generated, then index computation would take $7 \times 132 + 40 \times 9.4 + 60 \times 43.5 = 3910$ ns or 3.9 μs/packet, for a peak processing rate of 256,000 headers per second on the test CPU, a 2.4GHz Xeon. Although not sufficient to index minimum-sized packets on a loaded gigabit link, this is certainly fast enough for the traffic we have measured to date. (e.g. 106,000 packets/sec on a link carrying approximately 400Mbit/sec.)

Signature Density: This next set of results examines the performance of the Hyperion index after it has been written to disk, during queries. In Figure 2.11 we measure the signature density, or the fraction of bits set to 1, when summarizing addresses from trace data. On the X axis we see the number of addresses summarized in a single hash block, while the different traces indicate the precision with which each address is summarized. From Bloom [11] we know that the efficiency of this index is maximized when the fraction of 1 (or 0) bits is 0.5; this line is shown for reference.
Figure 2.11. Signature density when indexing source/destination addresses, vs. number of addresses hashed into a single 4KB index block. Curves are for varying numbers of bits \( k \) per hashed value; top curve is for uniform random data, while others use sampled trace data.

From the graph we see that a 4KB signature can efficiently summarize between 3500 and 6000 addresses, depending on the parameter \( k \) and thus the false positive probability. The top line in the graph shows signature density when hashing uniformly-distributed random addresses with \( k = 10 \); it reaches 50% density after hashing only half as many addresses as the \( k = 10 \) line for real addresses. This is to be expected, due to repeated addresses in the real traces, and translates into higher index performance when operating on real, correlated data.

**Query overhead:** Since the index and data used by a query must be read from disk, we measure the overhead of a query by the factors which affect the speed of this operation: the volume of data retrieved and the number of disk seeks incurred. A 2-level index with 4K byte index blocks was tested, with data block size varying from 32KB to 96KB according to test parameters. The test indexed traces of 1 hour of traffic, comprising 26GB, \( 3.8 \cdot 10^8 \) packets, and \( 2.5 \cdot 10^6 \) unique addresses. To measure overhead of the index itself, rather than retrieval of result data, queries used were highly selective, returning only 1 or 2 packets.

Figures 2.12 and 2.13 show query overhead for the simple and bit-sliced indexes, respectively. On the right of each graph, the volume of data retrieved is dominated by sub-
Figure 2.12. Single query overhead for summary index, with fitted lines. \( N \) packets (X axis) are summarized in a 4KB index, and then at more detail in several (3-6) 4KB sub-indexes. Total read volume (index, sub-index, and data) and number of disk seeks are shown.

index and data block retrieval due to false hits in the main index. To the left (visible only in Figure 2.12) is a domain where data retrieval is dominated by the main index itself. In each case, seek overhead decreases almost linearly, as it is dominated by skipping from block to block in the main index; the number of these blocks decreases as the packets per block increase. In each case there is a region which allows the 26GB of data to be scanned at the cost of 10-15 MB of data retrieved, and 1000-2000 disk seeks.

2.6.5 Prototype Evaluation

After presenting test results for the components of the Hyperion network monitor, we now turn to tests of its performance as a whole. Our implementation uses StreamFS as described above, and a 2-level index without bit-slicing. The following tests for performance, functionality, and scalability are presented below:

- performance tests: tests on single monitoring node which assess the system’s ability to gather and index data at network speed, while simultaneously processing user queries.
Figure 2.13. Single query overhead for bit-sliced index. Identical to Figure 2.12, except that each index was split into 1024 32-bit slices, with slices from 1024 indexes stored consecutively by slice number.

- functionality testing: three monitoring nodes are used to trace the origin of simulated malicious traffic within real network data.

- scalability testing: a system of twenty monitoring nodes is used to gather and index trace data, to measure the overhead of the index update protocol.

Monitoring and Query Performance: These tests were performed on the primary test system, but with a single data disk. Traffic from our gateway link traces was replayed over a gigabit cable to the test system. First the database was loaded by monitoring an hour’s worth of sampled data — $4 \cdot 10^8$ packets, or 26GB of packet header data. After this, packets were transmitted to the system under test with inter-arrival times from the original trace, but scaled so as to vary the mean arrival rate, with simultaneous queries. We compute packet loss by comparing the transmit count on the test system with the receive count on Hyperion, and measure CPU usage.
Figure 2.14 shows packet loss and free CPU time remaining as the packet arrival rate is varied. Although loss rate is shown on a logarithmic scale, the lowest points represent zero packets lost out of 30 or 40 million received. The results show that Hyperion was able to receive and index over 200,000 packets per second with negligible packet loss. In addition, the primary resource limitation appears to be CPU power, indicating that it may be possible to achieve significantly higher performance as CPU speeds scale.

**System Scalability:** In this test a cluster of 20 monitors recorded trace information from files, rather than from the network itself. Tcpdump was used to monitor RPC traffic between the Hyperion processes on the nodes, and packet and byte counts were measured. Each of the 20 systems monitored a simulated link with traffic of approximately 110K packets/second. Packet capture currently uses 100% of one CPU; future work should reduce this.

---

Table 2.4. Hyperion communication overhead overhead in K bytes/sec

<table>
<thead>
<tr>
<th></th>
<th>leaf</th>
<th>cluster head</th>
<th>net head</th>
</tr>
</thead>
<tbody>
<tr>
<td>transmit</td>
<td>102 KB/s</td>
<td>102 KB/s</td>
<td></td>
</tr>
<tr>
<td>receive</td>
<td>408 KB/s</td>
<td>510 KB/s</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2.15. Forensic query example. (1) attacker X compromises system A, providing an inside platform to (2) attack system B, installing a bot. The bot (3) contacts system Z via IRC, (4) later receives a command, and begins (5) relaying spam traffic.

pkts/sec, with a total bit rate per link of over 400 Mbit/sec. Level 2 indexes were streamed to a cluster head, a position which rotates over time to share the load evenly. A third level of index was used in this test; each cluster head would store the indexes received, and then aggregate them with its own level 2 index and forward the resulting stream to the current network head. Results are shown in Table 2.4. From these results we see that scaling to dozens of nodes would involve maximum traffic volumes between Hyperion nodes in the range of 4Mbit/s; this would not be excessive in many environments, such as within a campus.

**Forensic Query Case Study:** This experiment examines a simulated 2-stage network attack, based on real-world examples. Packet traces were generated for the attack, and then combined with sampled trace data to create traffic traces for the 3 monitors in this simulation, located at the campus gateway, the path to target A, and the path to B respectively.

Abbreviated versions of the queries for this search are shown in Figure 2.16. We note that additional steps beyond the Hyperion queries themselves are needed to trace the attack; for instance, in step 3 the search results are examined for patterns of known exploits, and the results from steps 5 and 6 must be joined in order to locate X. Performance of this search (in particular, steps 1, 4, and 7) depends on the duration of data to be searched,
1. `SELECT p WHERE src=B, dport=SMTP, t ≤ T_{now}`  
   - Search outbound spam traffic from B, locating start time $T_0$.

2. `SELECT p WHERE dst=B, t ∈ T_0 ⋯ T_0 + Δ`  
   - Search traffic into B during single spam transmission to find control connection.

3. `SELECT p WHERE dst=B, t ∈ T_0 − Δ ⋯ T_0`  
   - Find inbound traffic to B in the period before $T_0$.

4. `SELECT p WHERE s/d/p=Z/B/P_x, syn, t ≤ T_0`  
   - Search for SYN packet on this connection at time $T_0$.

5. `SELECT p WHERE dst=B, t ∈ T_{-1} − Δ ⋯ T_{-1}`  
   - Search for the attack which infected B, finding connection from A at $T_2$.

6. `SELECT p WHERE dst=A, t ∈ T_{-2} − Δ ⋯ T_{-2} + Δ`  
   - Find external traffic to A during the A-B connection to locate attacker X.

7. `SELECT p WHERE src=X, syn, t ≤ T_{-2}`  
   - Find all incoming connections from X

**Figure 2.16. Outline of Queries for Forensic Case Study**

<table>
<thead>
<tr>
<th>System</th>
<th>Query support</th>
<th>Storage</th>
<th>Local Index</th>
<th>Dist. Index</th>
<th>flow only</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIER</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>MIND</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>GigaScope</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>CoMo</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Hyperion</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

**Table 2.5. Network Monitoring and Query Systems**

which depends in turn on how quickly the attack is discovered. In our test, Hyperion was able to use its index to handle queries over several hours of trace data in seconds. In actual usage it may be necessary to search several days or more of trace data; in this case the long-running queries would require minutes to complete, but would still be effective as a real-time forensic tool.

### 2.7 Related Work

Although the structure of captured network trace information—a header for each packet consisting of a set of fields—naturally lends itself to a database view, the rate at which data is generated (over 100,000 packets/sec for a single gigabit link) precludes the use of conventional database systems.
Table 2.5 displays the approaches used by a range of existing systems to meet these performance demands. PIER [39] and MIND [51] are peer-to-peer systems, and are only able to archive and index data at a limited rate; they therefore are restricted to processing flow-level instead of packet-level information. A number of systems such as the Endace DAG [26] have been developed for wire-speed collection and storage of packet monitoring data, but these systems are designed for off-line analysis of data, and provide no mechanisms for indexing or even querying the data. CoMo [40] addresses high-speed monitoring and storage, with provisions for both streaming and retrospective queries; however, it lacks any mechanism for indexing.

Several commercial network forensics systems (e.g. Sandstorm NetIntercept [75] and Niksun NetDetector [62]) provide archiving of network traffic, with indexing and on-line search. However, these products use conventional databases and file systems and are unable to support simultaneous capture and query at the speeds targeted by Hyperion [31].

GigaScope [20] is a streaming system, where queries are evaluated as data is received, as in general-purpose stream databases [60, 83, 1]. These queries, however, may only be applied over incoming data streams; there is no mechanism in such a system for retrospective queries, or queries over past data. Streambase [84] is another general-purpose stream database, with the addition of persistent tables; however these tables are conventional hash or B-tree indexed tables.

The structure of Hyperion StreamFS bears a debt to the original Berkeley log-structured file system [73], and especially to the V System WORM file system [16]. In addition there has been significant work in the past on streaming file systems for multimedia (e.g. [86]); however, these systems have typically been designed for read-dominated workloads, rather than archival storage.
2.8 Summary

In this chapter we have presented Hyperion, a system for distributed monitoring and archiving of network traffic with online query capability. The core components of this system a local archival storage subsystem, StreamFS, and a multi-level local and distributed index. We have implemented Hyperion on commodity Linux servers, and have used our prototype to conduct a detailed experimental evaluation using both synthetic data and real network traces. We present experiments showing StreamFS achieving a worst-case streaming write performance of 80% of the mean disk speed, or almost 50% higher than for the best general-purpose Linux file system. In addition, StreamFS is shown to be able to handle a workload equivalent to streaming a million packet headers per second to disk while responding to simultaneous read requests. Our multi-level index, in turn, scales to data rates of over 200K packets/sec while at the same time providing interactive query responses, searching an hour of trace data in seconds. Finally, we examine the overhead of scaling a Hyperion system to tens of monitors, and demonstrate the benefits of our distributed storage system using a real-world example.
CHAPTER 3
WIRELESS SENSOR NETWORK STORAGE

Wireless sensor networks, comprised of small battery-powered sensor devices such as the Mica2[21] and Telos [68] “motes”, can scale to hundreds or even thousands of data-gathering systems. Depending on the sensing modality, these nodes may collect and store large amounts of raw data, especially for high data volume sensing such as image capture.

Due to resource constraints it is not possible to retrieve more than a small fraction of this data for the user, thus posing the problem of locating and retrieving only the most valuable portions. In this chapter we describe a data management system specialized for storage and retrieval in these networks, and examine the performance of our system in an environmental sensing application.

3.1 Introduction

The emergence of small, long-lived battery-powered sensing devices has enabled the proliferation of networked data-centric sensor applications. These applications have ranged from wildlife habitat sensing [56, 81] to monitoring buildings [93], and are typically environmental monitoring systems, where sensors report local measurements of physical parameters.

One important characteristic of these systems is their extreme resource limitations, in contrast to the computing devices common in most fields. Processors are small and slow: floating point speed is measured in thousands of operations per second. Memory may be as small as 4096 bytes (Mica2), and network speed may be tens of small (100 bytes or less) packets per second. The most critical resource, however, is energy. A sensor
node such as the Telos or Mica2, powered by two AA batteries and using current radio
technologies, will exhaust its power source in less than 3 days in continuous receive mode,
and in perhaps a week or two if the radio is turned off but the CPU remains active. It is thus
crucial to conserve both communication and computation in order to implement long-lived
monitoring applications.

3.1.1 Background and Motivation

The growing use of networks of such resource-limited wireless sensors has turned the
problem of gathering and processing data under severe resource constraints into an area
of active research. Much of the work in this area has focused on the trade-off between
computation and communication, exploiting the fact that computation is many orders of
magnitude less expensive than radio communication. This computation vs communication
trade-off has had a tremendous influence both on algorithm design as well as on the design
of sensor network platforms themselves.

However, there are several developments which appear promising for sensor network
systems which look beyond optimizing the communication/computation tradeoff in homo-
genous networks of small sensors.

The first is the availability of low-power, high-capacity flash memory. NAND flash
storage, under rapid development due to demand from the camera and portable music mar-
kets, is readily adaptable to small sensor platforms. Previous work has shown it to be as
much as two orders of magnitude more energy-efficient, on a byte-per-byte basis, than radio
transmission on currently available sensor platforms [58]. Without sensor-local storage, an
application must request data in advance, and in order to ensure that it receives the inform-
ation it needs in all cases, often must receive much unneeded data as well. If instead this data
could be cheaply stored locally at the sensor until the application can determine precisely
which parts are needed, then it should be possible to reduce the amount of communication
and thus energy usage.
A second development which we believe should be considered in the design of wireless sensor networks is the availability of relatively resource-rich systems within a deployment, allowing a hierarchical organization. In many sensor deployments to date ([56, 87]), higher-powered “micro-servers” have been deployed to aggregate data from a number of sensors. Such systems typically have greater communications bandwidth and computational resources, and may derive energy from solar cells, the power grid, or other means. Yet little work to date has focused on such inhomogeneous networks, and on mechanisms for using additional computation and communications resources in order to reduce corresponding burdens on resource-constrained sensors.

3.1.2 Contributions

In this chapter we present TSAR, a data storage and retrieval architecture for energy-constrained wireless sensor networks. The TSAR system takes advantage of both low-power flash storage, in order to store data locally at sensors, and resource-rich proxy systems, to index summaries of this data and efficiently forward application queries to those sensors containing responses. At the sensor level, information is both stored locally and summarized into concise metadata which is forwarded to a proxy. The proxies index this data using a novel distributed approximate search structure, the Interval Skip Graph, and then route application queries via this index and cache results. The use of an approximate index results in a trade-off between index update overhead, which goes up as the index precision increases, and search overhead, which is reduced by index precision. The summarization precision therefore adapts according to the access patterns of the particular application, in order to achieve optimal performance.

The remainder of this chapter is structured as follows: In Section 3.2 we discuss the requirements and target applications for TSAR, and give an overview of its design. In Section 3.3 we describe the proxy design and implementation, and in particular the index structure; in Section 3.4 we give results from experimental evaluation of this index.
Section 3.5 describes the sensor node mechanisms and implementation, and Section 3.6 presents results from evaluation of a prototype TSAR system. Finally, in Section 3.7 we survey related work, and conclude in Section 3.8.

3.2 Requirements and Design

We begin by describing in more detail the problems TSAR is designed to solve and the environments it is intended to be deployed in. We then describe the design of the system in relation to these factors.

3.2.1 System Model

We envision a sensor network comprising three tiers — a bottom tier of untethered remote sensor nodes, a middle tier of tethered sensor proxies, and an upper tier of applications and user terminals (see Figure 3.1).

Low-power sensors form the bottom tier. These nodes may be equipped with sensing equipment, a microcontroller, and a radio, as well as a significant amount of flash memory.
(e.g., 1GB). Devices at this tier are frequently battery powered and thus energy-limited, and the active lifespan of the deployment may be limited by this energy constraint. The use of radio, processor, and the flash memory all consume energy, which needs to be limited. In general, we can assume that computation (e.g. a single instruction) requires significantly less energy than storage (writing or reading a byte), which in turn is significantly cheaper than transmitting or receiving a byte over the radio.

More powerful micro-servers form the second or proxy tier, so called because they relay or proxy requests from the application to the sensors. These proxy systems have significant computation, memory and storage resources in comparison to the sensors. In addition, they have greater energy reserves, and in the case of tethered or solar-powered systems may be able to operate continuously. In urban environments with grid power available, the proxy tier could be comprised of tethered base-station class nodes (e.g., Crossbow Stargate), each with with multiple radios—an 802.11 radio that connects it to a wireless mesh network and a low-power radio (e.g. 802.15.4) that connects it to the sensor nodes. In remote sensing applications [32], this tier could comprise a similar node with a solar array.

The proxy nodes would preferably be distributed geographically within the sensor field, with each proxy associated with or managing perhaps tens to several hundreds of sensor nodes. For instance, in a building monitoring application, one sensor proxy might be placed per floor or hallway to monitor temperature, heat and light sensors in their vicinity.

At the highest tier of our infrastructure are the applications themselves, which query the sensor network through a query interface [55].

### 3.2.2 Usage Models

In designing this system, we first consider the ways in which we expect it to be used. Sensors in such a system typically provide information about the physical world; two key attributes of this information are *when* something happened and *where* it occurred. We therefore expect a large fraction of queries on sensor data to be spatio-temporal in nature.
In addition, it is often desirable to support efficient access to data in a way that maintains spatial and temporal ordering, and in particular to support queries for ranges of these parameters. There are several ways of implementing range queries in an index system, such as locality-preserving hashes as in DIMS [52]. However, the most straightforward mechanism, and one which naturally provides efficient ordered access, is via the use of order-preserving data structures. Order-preserving structures such as the well-known B-Tree maintain relationships between indexed values, and thus allow natural access to ranges, as well as predecessor and successor operations on their key values.

3.2.3 Design Principles

To address the requirements identified in the system and usage models above, we base our design on the following set of principles.

- **Principle 1: Store locally, access globally:** Since local flash storage is much more energy efficient than radio communications, for maximum network life a sensor storage system should leverage this storage to archive data locally on each sensor, substituting cheap flash operations for expensive radio transmission. However, without efficient mechanisms for retrieval, the energy gains of local storage may be outweighed by communication costs incurred by the application in searching for data. We believe that if the data storage system provides the abstraction of a single logical store to applications, as does TSAR, then it will have additional flexibility to optimize communication and storage costs.

- **Principle 2: Distinguish data from metadata:** Data must be identified so that it may be retrieved by the application without exhaustive search. To do this, we associate metadata with each data record — data fields of known syntax which serve as identifiers and may be queried by the storage system, such as location and time, or selected or summarized data values. We leverage the presence of resource-rich proxies to index metadata for resource-constrained sensors. The proxies share this
metadata index to provide a unified logical view of all data in the system, thereby en-
abling efficient, low-latency look-ups. Such a tier-specific separation of data storage
from metadata indexing enables the system to exploit the idiosyncrasies of multi-tier
networks, while improving performance and functionality.

- **Principle 3**: Provide data-centric query support: Unlike a general-purpose file sys-
tem, in a sensor network the application does not write the data, and thus is unable to
supply precise location information for retrieving it. If exhaustive search is not fea-
sible, then applications will be best served by a query interface which allows them
to locate data by value or attribute (e.g. location and time)—i.e. an interface like
a database, rather than a file system. This in turn implies the need to identify and
organize data in a way which allows the network to perform such queries.

### 3.2.4 System Design

TSAR embodies these design principles by employing local storage at sensors and a
distributed index at the proxies. The key features of the system design are as follows:

Sensed data is written at the sensor nodes as a combination of opaque application data
and structured **metadata**, a tuple of known types which may used to locate and identify data
records. In a camera-based sensing application, for instance, this metadata might include
coordinates describing the field of view or basic image recognition results. Depending
on the application, this metadata may be two or three orders of magnitude smaller than the
data itself, for instance if the metadata consists of features extracted from image or acoustic
data.

In addition to storing data locally, each sensor periodically sends a metadata summary
to a nearby proxy. The summary contains information such as the sensor ID, timestamps for
the beginning and end of the time period summarized, and a coarse-grained representation
of the metadata associated with the record. The precise data representation used in the
summary is application-specific; for instance, a temperature sensor might choose to report
the maximum and minimum temperature values observed in an interval as a summary of the actual time series.

### 3.3 Proxy Level - Indexing

We begin a more detailed description of the TSAR system with the proxy tier, and in particular its index structure.

#### 3.3.1 Summary Index

The proxy nodes implement a distributed index in order to locate sensor data records in response to application queries. The keys in this index are taken from metadata records reported by the sensors themselves, describing data which is stored on those sensor nodes. In order to reduce the communications overhead of index creation at the sensor nodes, metadata from multiple records is represented by a single summary, a compact representation of multiple values. Although many summarization mechanisms are available, for indexing purposes we assume that each summary can be considered to identify an interval or range of values, matching any value falling within that range.

The proxies use these summaries to construct a global index, storing information from all sensors in the system and distributed across the various proxies in the system. Thus, applications see a unified view of distributed data, and can query the index at any proxy to get access to data stored at any sensor. Specifically, each query triggers lookups in this distributed index; the proxy is then responsible for querying the sensors identified in the matching index records, and assembling their results.

There are several distributed index and lookup methods which might be used in this system; however, the index structure described below in Section 3.3.2 is highly suited for the task. In particular, it is able to index *intervals*, and the index may be queried to find all intervals overlapping a given value. This is a natural fit for our summarization mechanism, as each summary corresponds to a single index entry.
Since the index is constructed using a coarse-grained summary, index lookups will yield approximate matches. The interval-based summarization mechanism may result in *false positives*, where a summary matches the query, but the value is not in fact there. In that case, when the query is routed to the sensor itself, no matching record will be found. Such false positives cause no harm, other than network overhead, as they will not affect the result set being assembled by the proxy. If a summary were to result in a *false negative* it could result in valid query matches being skipped over; however, the interval summarization mechanism used in TSAR guarantees that this will not occur.

### 3.3.2 Index structure

To implement this index, TSAR employs a novel structure called the Interval Skip Graph, which is an ordered, distributed data structure for finding all intervals that intersect a particular point or range of values. Interval skip graphs combine Interval Trees [18], an interval-based binary search tree, with Skip Graphs [7], a ordered, distributed data structure for peer-to-peer systems [36]. The resulting data structure has two properties that make it ideal for sensor networks. First, it has $O(\log n)$ search complexity for accessing the first interval that matches a particular value or range, and constant complexity for accessing each successive interval. Second, indexing of intervals rather than individual values makes the data structure ideal for indexing summaries over time or value. Such summary-based indexing is a more natural fit for energy-constrained sensor nodes, since transmitting summaries incurs less energy overhead than transmitting all sensor data.

In the remainder of this section we will first explain the building blocks of interval skip graphs — skip lists and simple skip graphs — and then describe interval skip graphs themselves, and finally compare them to alternate data structures.

#### 3.3.2.1 Skip Graph Overview

A *skip graph* is a distributed version of a *skip list* [69], a randomized balanced tree which offers similar performance to balanced binary trees without needing complex bal-
Figure 3.2. A skip list of sorted elements

Searching a skip list is analogous to a binary search on the sorted list of nodes, except that at each step the remaining interval is split at a random point (i.e. at the destination of a link traversing on average half the interval) rather than splitting exactly in two. The search algorithm is shown in Figure 3.3; we begin at the head and proceed downwards, at each level making a comparison and deciding whether to skip forwards or remain at the same entry. Insertion of a particular key begins with the same search algorithm, in order to locate the proper position in the list for the new key. The new element is then inserted into linked lists at levels 0 through \( m \), where \( m \) is geometrically distributed with \( p = 1/2 \).

Skip graphs extend this basic idea, to create a structure where each node (and key) may reside on an independent system, and where searches or inserts may begin at any of the nodes. Besides the need to replace pointers with tokens which can identify a node residing on a remote system, the following changes are required:

**Double-linking:** In a skip list, all searches begin at a root, e.g. the left-most node in Figure 3.2, and all link traversals are in a single direction. In order to allow operations to begin at any node, it must be possible to traverse links in a skip graph in either direction.

**Multiple roots:** As may be seen in Figure 3.4, where at level \( \ell \) a skip list has a single chain linking roughly \( N/2^\ell \) nodes, each node in a skip graph is linked at all \( \log_2 N \) levels,
1: $\ell \leftarrow \text{height} \\
2: n \leftarrow \text{head} \\
3: \textbf{while} \; \ell > 0 \; \textbf{do} \\
4: \quad \textbf{while} \; n.\text{next}_\ell < \text{key} \; \textbf{do} \\
5: \quad \quad n = n.\text{next}_\ell \\
6: \quad \ell \leftarrow \ell - 1 \\
7: \quad \textbf{end while} \\
8: \textbf{end while}

**Figure 3.3.** Skip List Search Algorithm

resulting in $2^\ell$ separate chains at each level. This allows searches to begin at any node in the graph.

A skip graph contains a complete skip list rooted at each node in the graph, so the search algorithm is almost identical to that for skip lists. This is shown in Figure 3.4, were it may be seen that pointer traversals are replaced with messages. Note, however, that it is no longer possible to access two nodes simultaneously, which is necessary in line 4 of the algorithm above. This is solved most efficiently by exchanging key values when creating links, so that both values are available at either node.

To construct this structure, each node is assigned a bit vector $V$, and links at level $\ell$ with the nearest nodes sharing the first $\ell$ bits of $V$. To do this a search is performed to find the node’s two neighbors in the level 0 list, and then links are established from the bottom up, passing a message via level $\ell$ neighbors to find the nearest level $\ell + 1$ neighbor. (This neighbor will share the first $\ell + 1$ bits of $V$, and will thus be linked on the list of nodes sharing only $\ell$ bits.)

The resulting data structure has the following properties:

- **Ordering:** As in other tree search structures, searches are done by ordered comparisons of keys such as integers. The structure allows keys to be easily and efficiently
retrieved in sorted order, allowing range queries to be implemented in a straightforward manner.

- **In-place indexing**: Data elements remain on the nodes where they were inserted, and messages are sent between nodes to establish links between those elements and others in the index.

- **Log N height**: There are \( H \approx \log_2 N \) pointers associated with each element, where \( N \) is the number of data elements indexed. Each pointer belongs to a level \( \ell \) in \([0\ldots H - 1]\), and together with some other pointers at that level forms a chain of approximately \( N/2^\ell \) elements.

- **Probabilistic balance**: Because the tree structure is determined by a random number stream, rather than data keys, it is approximately balanced with high probability. Thus, there is no need for global re-balancing operations during inserts or deletes, and the tree is unaffected by the structure of data values.

- **Redundancy and resiliency**: Each data element forms an independent search tree root, so searches may begin at any node in the network, eliminating hot spots at a single search root. In addition the index is resilient against node failure; data on the failed node will not be accessible, but remaining data elements will be accessible through search trees rooted on other nodes.

### 3.3.2.2 Interval Skip Graph

A skip graph as described above is designed to store single-valued entries. In this section, we introduce a novel data structure that extends skip graphs to store intervals \([low_i, high_i]\) and allows efficient searches for all intervals covering a value \( v \), i.e. \( \{i : low_i \leq v \leq high_i\} \). Our data structure can be extended to range searches in a straightforward manner.
The interval skip graph is constructed by applying the method of augmented search trees, as described by Cormen, Leiserson, and Rivest \cite{18} and applied to binary search trees to create an Interval Tree. The method is based on the observation that a search structure based on comparison of ordered keys, such as a binary tree, may also be used to search on a secondary key which is non-decreasing in the first key.

Given a set of intervals sorted by lower bound – $low_i \leq low_{i+1}$ – we define the secondary key as the cumulative maximum, $max_i = \max_{k=0 \ldots i} (high_k)$. The set of intervals intersecting a value $v$ may then be found by searching for the first interval (and thus the interval with least $low_i$) such that $max_i \geq v$. We then traverse intervals in increasing order lower bound, until we find the first interval with $low_i > v$, selecting those intervals which intersect $v$.

Using this approach we augment the skip graph data structure, as shown in Figure 3.5, so that each entry stores a range (lower bound and upper bound) and a secondary key (cumulative maximum of upper bound). To efficiently calculate the secondary key $max_i$ for an entry $i$, we take the greatest of $high_i$ and the maximum values reported by each of $i$’s left-hand neighbors.
Figure 3.6. Distributed Interval Skip Graph. Note that this structure is exactly the same as that in Figure 3.4, except that it is shown in place on 3 nodes rather than in data order.

To search for those intervals containing the value \( v \), we first search for \( v \) on the secondary index, \( \text{max}_i \), and locate the first entry with \( \text{max}_i \geq v \). (by the definition of \( \text{max}_i \), for this data element \( \text{max}_i = \text{high}_i \).) If \( \text{low}_i > v \), then this interval does not contain \( v \), and no other intervals will, either, so we are done. Otherwise we traverse the index in increasing order of \( \text{min}_i \), returning matching intervals, until we reach an entry with \( \text{min}_i > v \) and we are done. Searches for all intervals which overlap a query range, or which completely contain a query range, are straightforward extensions of this mechanism.

**Lookup Complexity:** Lookup for the first interval that matches a given value is performed in a manner very similar to an interval tree. The complexity of search is \( O(\log n) \). The number of intervals that match a range query can vary depending on the amount of overlap in the intervals being indexed, as well as the range specified in the query.

**Insert Complexity:** In an interval tree or interval skip list, the maximum value for an entry need only be calculated over the subtree rooted at that entry, as this value will be examined only when searching within the subtree rooted at that entry. For a simple interval skip graph, however, this maximum value for an entry must be computed over all entries.
preceding it in the index, as searches may begin anywhere in the data structure, rather than at a distinguished root element. It may be easily seen that in the worse case the insertion of a single interval (one that covers all existing intervals in the index) will trigger the update of all entries in the index, for a worst-case insertion cost of $O(n)$.

### 3.3.2.3 Sparse Interval Skip Graph

The final extensions we propose take advantage of the difference between the number of items indexed in a skip graph and the number of systems on which these items are distributed. The cost in network messages of an operation may be reduced by arranging the data structure so that most structure traversals occur locally on a single node, and thus incur zero network cost. In addition, since both congestion and failure occur on a per-node basis, we may eliminate links without adverse consequences if those links only contribute to load distribution and/or resiliency within a single node. These two modifications allow us to achieve reductions in asymptotic complexity of both update and search.

As may be in Section 3.3.2.2, insert and delete cost on an interval skip graph has a worst case complexity of $O(n)$, compared to $O(\log n)$ for an interval tree. The main reason for the difference is that skip graphs have a full search structure \textit{rooted at each element}, in order to distribute load and provide resilience to system failures in a distributed setting. However, in order to provide load distribution and failure resilience it is only necessary to provide a full search structure \textit{for each system}. If as in TSAR the number of nodes (proxies) is much smaller than the number of data elements (data summaries indexed), then this will result in significant savings.

\textbf{Implementation:} To construct a sparse interval skip graph, we ensure that there is a single distinguished element on each system, the \textit{root element} for that system; all searches will start at one of these root elements. When adding a new element, rather than splitting lists at increasing levels $l$ until the element is in a list with no others, we stop when we find that the element would be in a list containing no root elements, thus ensuring that the
element is reachable from all root elements. An example of applying this optimization may be seen in Figure 3.7. (In practice, rather than designating existing data elements as roots, as shown, it may be preferable to insert null values at startup.)

When using the technique of membership vectors as in [7], this may be done by broadcasting the membership vectors of each root element to all other systems, and stopping insertion of an element at level \( l \) when it does not share an \( l \)-bit prefix with any of the \( N_p \) root elements. The expected number of roots sharing a \( \log_2 N_p \)-bit prefix is 1, giving an expected expected height for each element of \( \log_2 N_p + O(1) \). An alternate implementation, which distributes information concerning root elements at pointer establishment time, is omitted due to space constraints; this method eliminates the need for additional messages.

**Performance:** In a (non-interval) sparse skip graph, since the expected height of an inserted element is now \( \log_2 N_p + O(1) \), expected insertion complexity is \( O(\log N_p) \), rather than \( O(\log n) \), where \( N_p \) is the number of root elements and thus the number of separate systems in the network. (In the degenerate case of a single system we have a skip list; with splitting probability 0.5 the expected height of an individual element is 1.) Note that since searches are started at root elements of expected height \( \log_2 n \), search complexity is not improved.

For an interval sparse skip graph, update performance is improved considerably compared to the \( O(n) \) worst case for the non-sparse case. In an augmented search structure such as this, an element only stores information for nodes which may be reached from that element—e.g. the subtree rooted at that element, in the case of a tree. Thus, when updating the maximum value in an interval tree, the update is only propagated towards the root. In a sparse interval skip graph, updates to a node only propagate towards the \( N_p \) root elements, for a worst-case cost of \( N_p \log_2 n \).

**Shortcut search:** When beginning a search for a value \( v \), rather than beginning at the root on that proxy, we can find the element that is closest to \( v \) (e.g. using a secondary local index), and then begin the search at that element. The expected distance between
this element and the search terminus is $\log_2 N_p$, and the search will now take on average $\log_2 N_p + O(1)$ steps. To illustrate this optimization, in Figure 3.6 depending on the choice of search root, a search for $[21, 30]$ beginning at node 2 may take 3 network hops, traversing to node 1, then back to node 2, and finally to node 3 where the destination is located, for a cost of 3 messages. The shortcut search, however, locates the intermediate data element on node 2, and then proceeds directly to node 3 for a cost of 1 message.

**Performance:** This technique may be applied to the primary key search which is the first of two insertion steps in an interval skip graph. By combining the short-cut optimization with sparse interval skip graphs, the expected cost of insertion is now $O(\log N_p)$ messages, independent of the size of the index or the degree of overlap of the inserted intervals.

### 3.3.3 Low-Resolution Redundant Indexing

The analysis above considers the case where all parts of the network are operational. However, failure handling is an important issue in a multi-tier sensor architecture, since it relies on many components—proxies, sensor nodes and routing nodes can fail, and wire-
less links can fade. Handling of many of these failure modes is outside the scope of this paper; however, we consider the case of resilience of skip graphs to proxy failures. In this case, skip graph search (and subsequent repair operations) can follow any one of the other links from a root element. Since a sparse skip graph has search trees rooted at each node, searching can then resume once the lookup request has routed around the failure. Together, these two properties ensure that even if a proxy fails, the remaining entries in the skip graph will be reachable with high probability—only the entries on the failed proxy and the corresponding data at the sensors becomes inaccessible.

To further improve on this resiliency, we would like to ensure the availability of the data indexed by the failed proxy, as well. To do this we incorporate redundant index entries, using a simple scheme where additional coarse-grained summaries are used to protect the regular index entries. Each sensor sends summary data periodically to its local proxy, but less frequently sends a lower-resolution summary to a backup proxy. This backup summary represents the same data as the finer-grained ones, but in a less accurate fashion. This results in higher read overhead (due to false hits) if the backup summary is used, but conserves bandwidth in the expected case where the primary index node is available, providing resiliency at low cost.

3.4 Index Evaluation

We next present results from a series of experiments designed to evaluate the properties of our Interval Skip Graph index. Experiments were performed in simulation, using the actual code from our prototype TSAR implementation. This allowed us to obtain precise measurements of packet transmissions, and thus message complexity, which would not have been possible with more general simulations or with actual over-the-air operation.

Experiments were performed with two different data sets. The first is a temperature dataset from James Reserve [92] that includes data from eleven temperature sensor nodes over a period of 34 days. The second dataset is synthetically generated, using the same
value range as found in the James River data; the trace for each sensor is generated using a uniformly distributed random walk though that data range.

3.4.1 Insert/Delete Performance

We first examine insert and delete overheads of our index. We assume a proxy tier with 32 proxies and construct sparse interval skip graphs of various sizes using our datasets. For each skip graph, we evaluate the cost of inserting a new value into the index. After inserting all entries, all entries were then deleted, enabling us to measure the delete overhead as well. Figures 3.8(a) and (b) quantify the insert overhead for our two datasets: each insert entails an initial traversal that incurs $\log n$ messages, followed by neighbor pointer update at increasing levels, incurring a cost of $4 \log n$ messages. Our results demonstrate this behavior, and show as well that performance of delete—which also involves an initial traversal followed by pointer updates at each level—incurs a similar cost.

3.4.2 Lookup Performance

Next, we evaluate the lookup performance of the index structure. Again, we construct skip graphs of various sizes using our datasets and evaluate the cost of a lookup on the index structure. Figures 3.9(a) and (b) depict our results. There are two components for
each lookup—the lookup of the first interval that matches the query and, in the case of overlapping intervals, the subsequent linear traversal to identify all matching intervals. The initial lookup can be seen to takes $\log n$ messages, as expected. The costs of the subsequent linear traversal, however, are highly data dependent. For instance, temperature values for the James Reserve data exhibit significant spatial correlations, resulting in significant overlap between different intervals and variable, high traversal cost (see Figure 3.9(a)). The synthetic data, however, has less overlap and incurs lower traversal overhead as shown in Figure 3.9(b).

### 3.4.3 Variations

Since the previous experiments assumed 32 proxies, we evaluate the impact of the number of proxies on skip graph performance. We vary the number of proxies from 10 to 48 and distribute a skip graph with 4096 entries among these proxies. We construct regular interval skip graphs as well as sparse interval skip graphs using these entries and measure the overhead of inserts and lookups. Thus, the experiment also seeks to demonstrate the benefits of sparse skip graphs over regular skip graphs. Figure 3.10(a) depicts our results. In regular skip graphs, the complexity of insert is $O(\log_2 n)$ in the expected case (and $O(n)$
in the worst case) where \( n \) is the number of elements. This complexity is unaffected by changing the number of proxies, as indicated by the flat line in the figure. Sparse skip graphs require fewer pointer updates; however, their overhead is dependent on the number of proxies, and is \( O(\log_2 N_p) \) in the expected case, independent of \( n \). This can be seen to result in significant reduction in overhead when the number of proxies is small, which decreases as the number of proxies increases.

Finally, we measure the overhead of low-resolution redundant indexing for recovery from proxy failures. We see the overhead of this redundancy scheme in Figure 3.10(b), with one coarse summary being sent to a backup for every two summaries sent to the primary proxy. Since a redundant summary is sent for every two summaries, the insert cost is 1.5 times the cost in the normal case. However, these redundant entries result in only a negligible increase in lookup overhead, due the logarithmic dependence of lookup cost on the index size, while providing full resilience to any single proxy failure.

### 3.5 Sensor Level - Data Handling

Having described and evaluated the proxy-level index structure, we turn to the design of the sensor tier. TSAR implements two key mechanisms at this tier: a local archival store
at each sensor node that is optimized for resource-constrained devices, and an adaptive summarization algorithm that enables each sensor to adapt to changing data and query characteristics. The rest of this section describes these features in more detail.

3.5.1 Data Sensing and Storage

We begin with sensing and storage. As TSAR sensor nodes receive measurement or sensing data, they divide it into application data and structured, searchable metadata. In some cases, simple values such as temperature may serve directly as metadata. For e.g. vision or vibration sensors, application-specific computation will be needed to determine values such as movement or amplitude which can be searched on. A record consisting of both metadata and any additional information is then stored locally on the sensor node.

In the TSAR implementation this is done by writing to an append-only store, and for each record written a handle is returned which identifies the storage location of the record. When metadata summaries are reported to the proxies, a range of handles is reported as well. We use these handles to reduce the amount of searching and indexing needed on the sensor nodes. In particular, when a match is found in the index, the corresponding handle range can be passed to the sensor node along with the query. The sensor is then able to directly search the matching records, avoiding the need for either exhaustive search or complex index structures.

While we anticipate local storage capacity to be large, eventually there might be a need to overwrite older data, especially in high data rate applications. This may be done via techniques such as multi-resolution storage of data [30], or just simply by overwriting older data. In addition, recent work on data storage for wireless sensor networks (e.g. CAPSULE [57]) has resulted in data structures which could be utilized both for storage reclamation and for efficient indexing and search of sensor-local storage.
3.5.2 Summarization

After data is received, it is summarized; as described previously in Section 3.3, multiple records into a single summary in order to reduce the overhead of index update messages from sensors to proxies. This relationship may be seen in Figure 3.11. The summarization algorithm is simple, representing multiple scalar values by an interval containing all of the values. In cases where the data values are not simple scalars, it may be necessary to apply an appropriate transform in order to summarize in this fashion; for instance, z-coding [64] could be used on 2-dimensional data.

The simplest way of implementing interval summarization is by collecting a fixed number of data values, or for a fixed length of time, and then reporting the interval containing these values. More sophisticated mechanisms could be used as well to improve the precision of the summaries, by e.g. varying the number of samples in each summary to avoid creating overly broad intervals. For the remainder of this chapter we assume that simple fixed windows are used for summarization.

These data summaries serve as glue between the storage at the remote sensor and the index at the proxy. Each update from a sensor to the proxy includes the summary (i.e. data

Figure 3.11. Sensor Summarization
interval), and the timestamps of the earliest and latest data points summarized. In general, the proxy can index the time interval representing a summary or the value range reported in the summary (or both). The former index enables quick lookups on all records seen during a certain interval, while the latter index enables quick lookups on all records matching a certain value.

### 3.5.3 Query handling

This index is searched when application queries are received by a proxy, in order to locate matching summaries. Each such match corresponds to a report from one of the sensor nodes, representing a set of data records. The record in the index will identify the corresponding sensor, as well as providing a handle to locate the matching records on the sensor. The query and corresponding handle will then be forwarded to the sensing node. Upon receiving the query, the sensor node locates the corresponding range of records based on the handle information, and then searches them for matches to the query. A message indicating whether any matching records were found, and if so how many, is sent back to the proxy, followed by the matching records.

### 3.5.4 Adaptive summarization

In the case where no records are found, due to a false hit in the summary index, the query still must be transmitted to the sensor and a response returned, consuming energy. Since the chance of a false hit increases as the resolution of the summaries decreases, there is a trade-off between energy used in sending summaries (and thus their frequency and resolution) and the cost of forwarding queries due to false hits in the index. The coarser and less frequent the summary information, the less energy will be required for updates, and the more energy that will be wasted looking for non-existent data during queries.

To address this, TSAR employs an adaptive summarization technique that balances the cost of sending updates against the cost of false positives. The key intuition is that each sensor can independently identify the fraction of false hits and true hits for queries that
Proxy and sensor platforms used in prototype

<table>
<thead>
<tr>
<th></th>
<th>Proxy</th>
<th>Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>400MHz XScale</td>
<td>8MHz ATMega 128L</td>
</tr>
<tr>
<td>Memory</td>
<td>64M / 4K RAM / 128K ROM</td>
<td></td>
</tr>
<tr>
<td>OS</td>
<td>Linux 2.4.19/EmStar 2.1</td>
<td>TinyOS 1.1.8</td>
</tr>
<tr>
<td>Network</td>
<td>802.11b, UDP/IP</td>
<td>CC1000, BMAC</td>
</tr>
</tbody>
</table>

Table 3.1. Proxy and sensor platforms used in prototype

access its local archive. If most queries result in true hits, then the sensor determines that the summary can be coarsened further to reduce update costs without adversely impacting the hit ratio. If many queries result in false hits, then the sensor makes the granularity of each summary finer to reduce the number and overhead of false hits.

3.6 Prototype Evaluation

In this section we present results from the evaluation of a prototype of the TSAR system, consisting of both proxy and sensor nodes.

3.6.1 Prototype Implementation

Our prototype implements proxies and sensor nodes on Crossbow Stargate and Mica2/Mica2Dot systems, respectively. Detailed specifications for these platforms may be seen in Table 3.1; on-board NOR flash was used for storage, while in actual deployment more efficient NAND flash would be used.

Since sensor nodes may be several hops away from the nearest proxy, the sensor tier employs multi-hop routing to communicate with the proxy tier. In addition, to reduce the power consumption of the radio while still making the sensor node available for queries, low power listening is enabled, in which the radio receiver is periodically powered up for a short interval to sense the channel for transmissions, and the packet preamble is extended to account for the latency until the next interval when the receiving radio wakes up. Our prototype employs the MultiHopLEPSM routing protocol with the BMAC layer configured in the low-power mode with a 11% duty cycle, one of the default BMAC [67] parameters.
3.6.2 Query processing latency

We first present results from an end-to-end evaluation of the TSAR prototype involving both tiers. Four proxies are connected via 802.11 links, with three sensors associated with each proxy. By hand-configuring the routing, the sensor node topology was configured to connect each group of three sensors in a line, forming a “tree” of depth 3. Due to resource constraints we were unable to perform experiments with dozens of sensor nodes, however this topology ensured that the network diameter was as large as for a typical network of significantly larger size.

The evaluation metric used is the end-to-end latency of query processing. Each query first incurs the latency of a sparse skip graph lookup, followed by routing to the appropriate sensor node(s). The sensor node reads the required page(s) from its local archive, processes the query on the page that is read, and transmits the response to the proxy, which then forwards it to the user. We first measure query latency for different sensors in our multi-hop topology. Depending on which of the sensors is queried, the total latency increases almost linearly from about 400ms to 1 second, as the number of hops increases from 1 to 3 (see Figure 3.12(a)).
Figure 3.13. Query Latency Components

Figure 3.12(b) provides a breakdown of the various components of the end-to-end latency. The dominant component of the total latency is the communication over one or more hops. The typical time to communicate over one hop is approximately 300ms. This large latency is primarily due to the use of a duty-cycled MAC layer; the latency will be larger if the duty cycle is reduced (e.g. the 2% setting as opposed to the 11.5% setting used in this experiment), and will conversely decrease if the duty cycle is increased. The figure also shows the latency for varying index sizes; as expected, the latency of inter-proxy communication and skip graph lookups increases logarithmically with index size. Not surprisingly, the overhead seen at the sensor is independent of the index size.

The latency also depends on the number of packets transmitted in response to a query—the larger the amount of data retrieved by a query, the greater the latency. This result is shown in Figure 3.13(a). The step function is due to packetization in TinyOS; TinyOS sends one packet so long as the payload is smaller than 30 bytes and splits the response into multiple packets for larger payloads. As the data retrieved by a query is increased, the latency increases in steps, where each step denotes the overhead of an additional packet.

Finally, Figure 3.13(b) shows the impact of searching and processing flash memory regions of increasing sizes on a sensor. Each summary represents a collection of records in
flash memory, and all of these records need to be retrieved and processed if that summary matches a query. The coarser the summary, the larger the memory region that needs to be accessed. For the search sizes examined, amortization of overhead when searching multiple flash pages and archival records, as well as within the flash chip and its associated driver, results in the appearance of sub-linear increase in latency with search size. In addition, the operation can be seen to have very low latency, in part due to the simplicity of our query processing, requiring only a compare operation with each stored element. More complex operations, however, will of course incur greater latency.

3.6.3 Adaptive Summarization

We next present experiments showing the performance of the TSAR summarization mechanism. When data is summarized by the sensor before being reported to the proxy, information is lost. With the interval summarization method we are using, this information loss will never cause the proxy to believe that a sensor node does not hold a value which it in fact does, as all archived values will be contained within the interval reported. However, it does cause the proxy to believe that the sensor may hold values which it does not, and forward query messages to the sensor for these values. These false positives constitute the cost of the summarization mechanism, and need to be balanced against the savings achieved by reducing the number of reports. The goal of adaptive summarization is to dynamically vary the summary size so that these two costs are balanced.

Figure 3.14(a) demonstrates the impact of summary granularity on false hits. As the number of records included in a summary is increased, the fraction of queries forwarded to the sensor which match data held on that sensor (“true positives”) decreases. Next, in Figure 3.14(b) we run the a EmTOS simulation with our adaptive summarization algorithm enabled. The adaptive algorithm increases the summary granularity (defined as the number of records per summary) when \( \frac{\text{Cost}(\text{updates})}{\text{Cost}(\text{falsehits})} > 1 + \epsilon \) and reduces it if \( \frac{\text{Cost}(\text{updates})}{\text{Cost}(\text{falsehits})} > 1 - \epsilon \), where \( \epsilon \) is a small constant. To demonstrate the adaptive nature of our technique, we plot
Figure 3.14. Impact of Summarization Granularity

a time series of the summarization granularity. We begin with a query rate of 1 query per 5 samples, decrease it to 1 every 30 samples, and then increase it again to 1 query every 10 samples. As shown in Figure 3.14(b), the adaptive technique adjusts accordingly by sending more fine-grain summaries at higher query rates (in response to the higher false hit rate), and fewer, coarse-grain summaries at lower query rates.

3.7 Related Work

Having presented the design, analysis, and evaluation of the TSAR system, we next review prior work in comparison. In particular we survey work in the areas of storage and indexing for sensor networks; we note that while our work addresses both problems jointly, most prior work has considered the two issues in isolation.

Beginning with basic storage systems for wireless sensor network platforms, we see file systems such as Matchbox [38] and ELF [22]. Matchbox is a very minimal file system which is part of the TinyOS distribution; ELF is a more fully-featured log-structured file system. MicroHash [94] provides a storage and indexing structure for wireless sensor nodes which is more closely tailored to the needs of sensor network applications. CAPSULE [57] goes beyond this to offer composable higher-level storage abstractions which
can be adapted to different sensing applications. Neither of these systems, however, addresses the issues of coordinating data access and querying across multiple sensors.

Examining distributed storage systems, multi-resolution storage [30] is designed for in-network storage and search in systems where the volume of data is large in comparison to storage resources; it does not address the issues which arise when we are able to place large amounts of storage at sensors. Directed Diffusion [41] can be compared with TSAR, as well; there, queries must be spatially scoped if we are to avoid flooding the network, as unlike TSAR there is no global index structure.

We compare TSAR and its Interval Skip Graph index in more detail to other index-based sensor network storage systems in Table 3.2.

The hash-based systems, DHT [70] and GHT [71], lack the ability to perform range queries and are thus not well-suited to indexing spatio-temporal data. Indexing locally using an appropriate single-node structure and then flooding queries to all proxies is a competitive alternative for small networks; for large networks the linear dependence on the number of proxies becomes an issue. Two distributed B-Trees were examined - P-Trees [19] and RP* [53]. Each of these supports range queries, and in theory could be modified to support indexing of intervals; however, they both require complex re-balancing, and do not provide the resilience characteristics of the other structures. DIMS [52] provides the ability to perform spatio-temporal range queries, and has the necessary resilience to failures; however, it cannot be used index intervals, which are used by the TSAR data summarization algorithm.

Table 3.2. Comparison of Distributed Index Structures

<table>
<thead>
<tr>
<th></th>
<th>Range Query Support</th>
<th>Interval Representation</th>
<th>Re-balancing</th>
<th>Resilience</th>
<th>Small Networks</th>
<th>Large Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHT, GHT</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>Local index, flood query</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>good</td>
<td>bad</td>
</tr>
<tr>
<td>P-tree, RP* (dist. B-Trees)</td>
<td>yes</td>
<td>possible</td>
<td>yes</td>
<td>no</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>DIMS</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Interval Skipgraph</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>good</td>
<td>good</td>
</tr>
</tbody>
</table>
In addition to storage and indexing techniques specific to sensor networks, many distributed, peer-to-peer and spatio-temporal index structures are relevant to our work. DHTs [70] can be used for indexing events based on their type, quad-tree variants such as R-trees [35] can be used for optimizing spatial searches, and K-D trees [9] can be used for multi-attribute search. While this paper focuses on building an ordered index structure for range queries, we will explore the use of other index structures for alternate queries over sensor data.

3.8 Conclusion

In this chapter, we argued that existing sensor storage systems are designed primarily for flat hierarchies of homogeneous sensor nodes and do not fully exploit the multi-tier nature of emerging sensor networks. We presented the design of TSAR, a fundamentally different storage architecture that envisions separation of data from metadata by employing local storage at the sensors and distributed indexing at the proxies. At the proxy tier, TSAR employs a novel multi-resolution ordered distributed index structure, the Sparse Interval Skip Graph, for efficiently supporting spatio-temporal and range queries. At the sensor tier, TSAR supports energy-aware adaptive summarization that can trade-off the energy cost of transmitting metadata to the proxies against the overhead of false hits resulting from querying a coarser resolution index structure. We implemented TSAR in a two-tier sensor testbed comprising Stargate-based proxies and Mote-based sensors. Our experimental evaluation of TSAR demonstrated the benefits and feasibility of employing our energy-efficient low-latency distributed storage architecture in multi-tier sensor networks.
Large-scale data centers generate large volumes of performance and operational data, in the form of monitored variables, application event logs, and other instrumentation and system output. Collection and processing of this raw data is complicated by several factors, including the unstructured nature of the raw log data. In addition, the information of value to the user is often not concentrated in a small number of records, but is instead found in the relationships of many different records.

One method of distilling this information and returning it to the user is by constructing mathematical models with which the user may predict or examine system performance. In this chapter we examine mechanisms for doing so, and for overcoming some of the obstacles which arise in the process.

4.1 Introduction

A data center is a large collection of computers managed by a single organization. These computers implement applications which are accessed remotely by users, over a corporate network or the Internet. The data center will have resources for computation (i.e. the servers themselves), storage, local communication (typically a high-speed LAN), and remote communication with the application end-users. Organizationally, such an installation may be a managed hosting provider, in which the data center, applications, and users all belong to different organizations; an enterprise data center, where all three are part of the same organization, or some point on the spectrum in between.
4.1.1 Background and Motivation

Management of such a data center can be a difficult task. A large data center may consist of hundreds or even thousands of servers, running as many as several hundred applications. The components of these applications—web servers, databases, application servers, etc.—interact with each another in a multitude of ways. Hardware and software components in a data center evolve through incremental modifications, resulting in a system that becomes more and more complex and difficult to manage over time. At the same time, effective management of these systems is often crucial. Data center applications are often subject to service level agreements (SLAs), requiring that the application meet a specified level of performance: for example, that the 95th percentile response time for a particular web page not exceed 2 seconds. Managing these systems to meet such SLAs is difficult, however, as they have become too complex to be comprehended by a single human.

We propose a new approach for conquering this complexity, using statistical methods from data mining and machine learning. These methods create predictive models which capture interactions within a system, allowing the user to relate input (i.e. user) behavior to interactions and resource usage. Data from existing sources (log files, resource utilization) is collected and used for model training, so that models can be created “on the fly” on a running system. From this training data we then infer models which relate events or input at different tiers of a data center application to resource usage at that tier, and to corresponding requests sent to tiers further within the data center. By composing these models, we are able to examine relationships across multiple tiers of an application, and to isolate these relationships from the effects of other applications which may share the same components.

The nature of data center applications, however, makes this analysis and modeling difficult. To create models of inputs and responses, we must classify them; yet they are typically unique to each application. Classifying inputs by hand will not scale in practice, due to the huge number of unique applications and their rate of change. Instead, if we are to use mod-
eling as a tool in data center management, we must *automatically* learn not only system responses but input classifications themselves.

The benefits of an automated modeling method are several. It relieves humans from the tedious task of tracking and modeling complex application dependencies in large systems. The models created may be used for the higher-level task of analyzing and optimizing data center behavior itself. Finally, automated modeling can keep these models up-to-date as the system changes, by periodic testing and repetition of the learning process.

### 4.1.2 Contributions

In this chapter we present *Modellus*, a system which monitors data center servers and applications, and applies statistical machine learning techniques—in particular variants of step-wise regression—to infer models of application behavior. We focus on models relating workload at an application tier to resource usage at that tier, and to workload at the next tier. These models may be used for prediction of system response to changing workloads or resource availability, or for troubleshooting, by giving insight into application behavior and performance. Although prior work has applied similar techniques to these problems, the key contribution in Modellus is an automated mechanism for selecting model features—i.e. classifications of input requests. By doing this we are able to create models for applications under typical data center conditions of complex, changing applications and hands-off management, rather than static applications analyzed by experts under research lab conditions.

In addition to the key feature extraction and modeling features, Modellus also incorporates mechanisms to ensure scalability under large data center conditions. Model accuracy is measured and tracked, and this information is used to bound cascading prediction errors due to the composition of multiple models. A fast, distributed model testing algorithm imposes negligible load on the servers themselves, but allows quick response to changing conditions without burdening the central analysis system. Finally, back-off heuristics iden-
tify fundamentally random or unpredictable applications, both to avoid making predictions based on poor models and to avoid expending excessive time attempting to model them.

We have implemented a prototype of Modellus using a Python framework connecting C++ and Numeric Python modules, consisting of both a nucleus running at the monitored systems and a control plane for model generation and testing. We conducted detailed experiments on a prototype Linux data center running a mix of realistic applications; our results show that in many cases we are able to predict server utilization within 5% or less based on measurements of the input to either that server or upstream servers. In addition, further experiments demonstrate the utility of our modeling techniques in predicting application response to future traffic loads and patterns for use in capacity planning.

The rest of this chapter is structured as follows. In Section 4.2 we provide an overview of data center modeling methods we employ in Modellus, and some of the challenges they present. We then discuss the particular techniques and algorithms used in Modellus. Section 4.5 covers the implementation, and Section 4.6 presents experimental results. In addition, Section 4.7 presents a case study of using Modellus to predict changes in system utilization due to shifts in user request mix. Finally, we present related work in Section 4.8 and our conclusions in Section 4.9.

### 4.2 Data Center Modeling Methods

Mathematical models such as the ones we construct in Modellus allow complex systems to be better understood and their behavior predicted, within limits. In this section we focus on the process of creating such mathematical models from data center monitoring information.

#### 4.2.1 Problem Formulation

Consider a data center consisting of a large collection of computers, running a variety of applications and accessed remotely via the Internet or an enterprise network. The data
center will have resources for computation (i.e. the servers themselves), storage, local communication (typically a high-speed LAN), and remote communication with end-users. Software and hardware components within the data center will interact with each other to implement useful services or applications.

As an example, a web-based student course registration system might be implemented on a J2EE server, passing requests to a legacy client-server backend and then to an enterprise database. Some of these steps or tiers may be shared between applications; for instance our example backend database is likely to be shared with other applications (e.g. tuition billing) which need access to course registration data. In addition, in many cases physical resources may be shared between different components and applications, by either direct co-location or through the use of virtual machines.

For our analysis we can characterize these applications at various tiers in the data center by their requests and the responses to them. In addition, we are interested in both the computational and I/O load incurred by an application when it handles a request, as well as any additional requests it may make to other-tier components in processing the request. (e.g. database queries issued while responding to a request for a dynamic web page) We note that a single component may receive inter-component requests from multiple sources, and may generate requests to several components in turn. Thus the example database server receives queries from multiple applications, while a single application in turn may make requests to multiple databases or other components.

In order to construct models of the operation of these data center applications, we require data on the operations performed as well as their impact. We obtain request or event information from application logs, which typically provide event timestamps, client identity, and information identifying the specific request. Resource usage measurements are
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1This restricts us to request/response applications, which encompasses many but not all data center applications.
Figure 4.1. Application models

gathered from the server OS, and primarily consist of CPU usage and disk operations over some uniform sampling interval.

Problem Formulation: The automated modeling problem may formulated as so. In a system as described, given the request and resource information provided, we wish to automatically derive the following models:

1. A workload-to-utilization model, which models the resource usage of an application as a function of its incoming workload. For instance, the CPU utilization and disk I/O operations due to an application $\mu_{cpu}, \mu_{iop}$ can be captured as a function of its workload $\lambda$:

   $\mu_{cpu} = f_{cpu}(\lambda)$, $\mu_{iop} = f_{iop}(\lambda)$

2. A workload-to-workload model, which models the outgoing workload of an application as a function of its incoming workload. Since the outgoing workload of an application becomes the incoming workload of one or more downstream components, our model derives the workload at one component as a function of another: $\lambda_j = g(\lambda_i)$

We also seek techniques to compose these basic models to represent complex system systems. Such model composition should capture transitive behavior, where pair-wise models between applications $i$ and $j$ and $j$ and $k$ are composed to model the relationship between $i$ and $k$. Further, model composition should allow pair-wise dependence to be
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2Workload-to-response time models are an area for further research.
extended to $n$-way dependence, where an application’s workload is derived as a function of the workloads seen by all its $n$ upstream applications.

We next present the intuition behind our basic models, followed by a discussion on constructing composite models of complex data center applications.

### 4.2.2 Workload-to-utilization Model

Consider an application that sees an incoming request rate of $\lambda$ over some interval $\tau$. We may model CPU utilization as a function of the aggregate arrival rate and mean service time per request:

$$\mu = \lambda \cdot s$$  \hspace{1cm} (4.1)

where $\lambda$ is the total arrival rate, $s$ is the mean service time per request, and $\mu$ is CPU usage per unit time, or utilization. By measuring arrival rates and CPU use over time, we may estimate the service time, $\hat{s}$, and predict utilization as arrival rate changes.

If each request takes the same amount of time and resources, then the accuracy of this model will be unaffected by changes in either the rate or request type of incoming traffic. However, in practice this is often far from true. Requests typically fall into classes with very different service times: e.g. a web server might receive requests for small static files and computationally-intensive scripts. Equation 4.1 can only model the average service time across all request types, and if the mix of types changes, it will produce errors.

Let us suppose, that the input stream consists of $k$ distinct classes of requests, where requests in each class have similar service times—in the example above: static files and cgi-bin scripts. Let $\lambda_1, \lambda_2, \ldots, \lambda_k$ denote the observed rates for each request class, and let $s_1, s_2, \ldots, s_k$ denote the corresponding mean service time. Then the aggregate CPU utilization over the interval $\tau$ is a linear sum of the usage due to each request type:

$$\mu = \lambda_1 \cdot s_1 + \lambda_2 \cdot s_2 + \ldots + \lambda_k \cdot s_k + \epsilon$$  \hspace{1cm} (4.2)

where $\epsilon$ is a error term assumed random and independent.
If the request classes are well-chosen, then we can sample the arrival rate of each class empirically, derive the above linear model from these measurements, and use it to yield an estimate $\hat{\mu}$ of the CPU utilization due to the incoming workload $\lambda$. Thus in our example above, $\lambda_1$ and $\lambda_2$ might represent requests for small static files and scripts; $s_2$ would be greater than $s_1$, representing the increased cost of script processing. The value of this model is that it retains its accuracy when the request mix changes. Thus if the overall arrival rate in our example remained constant, but the proportion of script requests increased, the model would account for the workload change and predict an increase in CPU load.

### 4.2.3 Workload-to-workload Model

We next consider two interacting components as shown in Figure 4.1(b), where incoming requests at $i$ trigger requests to component $j$. For simplicity we assume that $i$ is the source of all requests to $j$; the extension to multiple upstream components is straightforward. Let there be $k$ request classes at components $i$ and $m$ classes in the workload seen by $j$. Let $\lambda_i = \{\lambda_{i1}, \lambda_{i2}, \ldots\}$ and $\lambda_j = \{\lambda_{j1}, \lambda_{j2}, \ldots\}$ denote the class-specific arrival rates at the two components.

To illustrate, suppose that $i$ is a front-end web server and $j$ is a back-end database, and web requests at $i$ may be grouped in classes $W1$ and $W2$ Similarly, SQL queries at the database are grouped in classes $S1$ and $S2$, as shown in Figure 4.2. Each $W1$ web request triggers an $S1$ database query, followed by an $S2$ query with probability $0.5$. (e.g.}
the second query may be issued when certain responses to the first query are received. In addition, each web request in class $W2$ triggers a type $S2$ query with probability 0.3.

We can thus completely describe the workload seen at the database in terms of the web server workload:

$$
\lambda_{S1} = \lambda_{W1}; \quad \lambda_{S2} = 0.5\lambda_{W1} + 0.3\lambda_{W2}
$$  \hspace{1cm} (4.3)

More generally, each request type at component $j$ can be represented as a weighted sum of request types at component $i$, where the weights denote the number of requests of this type triggered by each request class at component $i$:

\begin{align*}
\lambda_{j1} &= w_{11}\lambda_{i1} + w_{12}\lambda_{i2} + \ldots + w_{1k}\lambda_{ik} + \epsilon_1 \\
\lambda_{j2} &= w_{21}\lambda_{i1} + w_{22}\lambda_{i2} + \ldots + w_{2k}\lambda_{ik} + \epsilon_2 \\
\lambda_{jm} &= w_{m1}\lambda_{i1} + w_{m2}\lambda_{i2} + \ldots + w_{mk}\lambda_{ik} + \epsilon_m
\end{align*}  \hspace{1cm} (4.4)

where $\epsilon_i$ denotes an error term. Thus, Equation 4.4 yields the workload at system $j$, $\lambda_j = \{\lambda_{j1}, \lambda_{j2}, \ldots\}$ as a function of the workload at system $i$, $\lambda_i = \{\lambda_{i1}, \lambda_{i2}, \ldots\}$.

### 4.2.4 Model Composition

The workload-to-utilization (W2U) model yields the utilization due to an application $j$ as a function of its workload: $\mu_j = f(\lambda_j)$; the workload-to-workload (W2U) model yields
the workload at application \( j \) as a function of the workload at application \( i \): \( \lambda_J = g(\lambda_I) \). Substituting allows us to determine the utilization at \( j \) directly as a function of the workload at \( i \): \( \mu_j = f(g(\lambda_I)) \). Since \( f \) and \( g \) are both linear equations, the composite function, obtained by substituting Equation 4.4 into 4.2, is also a linear equation. This composition process is transitive: given cascaded components \( i, j, \) and \( k \), it can yield the workload and the utilization of the downstream application \( k \) as a function of the workload at \( i \). In a three-tier application, for instance, this lets us predict behavior at the database back-end as a function of user requests at the front-end web server.

Our discussion has implicitly assumed a linear chain topology, where each application sees requests from only one upstream component, illustrated schematically in Figure 4.3(a). This is a simplification; in a complex data center, applications may both receive requests from multiple upstream components, and in turn issues requests to more than one downstream system. Thus an employee database may see requests from multiple applications (e.g., payroll, directory), while an online retail store may make requests to both a catalog database and a payment processing system. We must therefore be able to model both: (i) “splitting” – triggering of requests to multiple downstream applications, and (ii) “merging”, where one application receives request streams from multiple others, as shown in Figure 4.3(b) and (c).

To model splits, consider an application \( i \) which makes requests of downstream applications \( j \) and \( h \). Given the incoming request stream at \( i \), \( \lambda_I \), we consider the subset of the outgoing workload from \( i \) that is sent to \( j \), namely \( \lambda_J \). We can derive a model of the inputs at \( i \) that trigger this subset of outgoing requests using Equation 4.4: \( \lambda_J = g_1(\lambda_I) \). Similarly by considering only the subset of the outgoing requests that are sent to \( h \), we can derive a second model relating \( \lambda_H \) to \( \lambda_I \): \( \lambda_H = g_2(\lambda_I) \).

For joins, consider an application \( j \) that receives requests from upstream applications \( i \) and \( h \). We first split the incoming request stream by source: \( \lambda_J = \{\lambda_J|src = i\} + \{\lambda_J|src = h\} \). The workload contributions at \( j \) of \( i \) and \( h \) are then related to the input
workloads at the respective applications using Equation 4.4: \( \{\lambda_J|src = i\} = f_1(\lambda_I) \) and \( \{\lambda_J|src = h\} = f_2(\lambda_H) \), and the total workload at \( j \) is described in terms of inputs at \( i \) and \( h \): \( \lambda_J = f_1(\lambda_I) + f_2(\lambda_H) \). Since \( f_1 \) and \( f_2 \) are linear equations, the composite function, which is the summation of the two—\( f_1 + f_2 \)—is also linear.

By modeling these three basic interactions—cascading, splitting, and joining— we are able to compose single step workload-to-workload and workload-to-utilization models to model any arbitrary application graph. Such a composite model allows workload or utilization at each node to be calculated as a linear function of data from other points in the system.

4.3 Automated Model Generation

We next present techniques for automatically learning models of the form described above. In particular, these models require specification of the following parameters: (i) request classes for each component, (ii) arrival rates in each class, \( \lambda_i \), (iii) mean service times \( s_i \) for each class \( i \), and (iv) rates \( w_{ij} \) at which type \( i \) requests trigger type \( j \) requests. In order to apply the model we must measure \( \lambda_i \), and estimate \( s_i \) and \( w_{ij} \).

If the set of classes and mapping from requests to classes was given, then measurement of \( \lambda_i \) would be straightforward. In general, however, request classes for a component are not known \textit{a priori}. Manual determination of classes is impractical, as it would require detailed knowledge of application behavior, which may change with every modification or extension. Thus, our techniques must \textit{automatically determine an appropriate classification of requests} for each component, as part of the model generation process.

Once the request classes have been determined, we estimate the coefficients \( s_i \) and \( w_{ij} \). Given measured arrival rates \( \lambda_i \) in each class \( i \) and the utilization \( \mu \) within a measurement interval, Equations 4.2 and 4.4 yield a set of linear equations with unknown coefficients \( s_i \) and \( w_{ij} \). Measurements in subsequent intervals yield additional sets of such equations;
these equations can be solved using linear regression to yield the unknown coefficients $s_i$ and $w_{ij}$ that minimize the error term $\epsilon$.

A key contribution of our automated model generation is to combine determination of request classes with parameter estimation, in a single step. We do this by mechanically enumerating possible request classes, and then using statistical techniques to select the classes which are predictive of utilization or downstream workload. In essence, the process may be viewed as “mining” the observed request stream to determine features (classes) that are the best predictors of the resource usage and triggered workloads; we rely on step-wise regression—a technique also used in data mining—for our automated model generation.

In particular, for each request we first enumerate a set of possible features, primarily drawn from the captured request string itself. Each of these features implies a classification of requests, into those which have this feature and those which do not. By repeating this over all requests observed in an interval, we obtain a list of candidate classes. We also measure arrival rates within each candidate class, and resource usage over time. Step-wise regression of feature rates against utilization is then used to select only those features that are significant predictors of utilization and to estimate their weights, giving us the workload-to-utilization model.

Derivation of W2U models is an extension of this. First we create a W2U model at application $j$, in order to determine the significant workload features. Then we model the arrival rate of these features, again by using stepwise regression. We model each feature as a function of the input features at $i$; when we are done we have a model which takes input features at $i$ and predicts a vector of features $\hat{\lambda}_J$ at $j$.

### 4.3.1 Feature Selection

For this approach to be effective, classes with stable behavior (mean resource requirements and request generation) must exist. In addition, information in the request log must be sufficient to determine this classification. We present an intuitive argument for the exis-
tence of such classes and features, and a description of the feature enumeration techniques used in Modellus.

We first assert that this classification is possible, within certain limits: in particular, that in most cases, system responses to identical requests are similar, across a broad range of operating conditions. Consider, for example, two identical requests to a web server for the same simple dynamic page—regardless of other factors, identical requests will typically trigger the same queries to the back-end database. In triggering these queries, the requests are likely to invoke the same code paths and operations, resulting in (on average) similar resource demands.\(^3\)

Assuming these request classes, we need an automated technique to derive them from application logs—to find requests which perform similar or identical operations, on similar or identical data, and group them into a class. The larger and more general the groups produced by our classification, the more useful they will be for actual model generation. At the same time, we cannot blindly try all possible groupings, as each unrelated classification tested adds a small increment of noise to our estimates and predictions.

In the cases we are interested in, e.g. HTTP, SQL, or XML-encoded requests, much or all of the information needed to determine request similarity is encoded convention or by syntax in the request itself. Thus we would expect the query \('\text{SELECT } * \text{ from cust WHERE cust.id=105}'\) to behave similarly to the same query with \('\text{cust.id=210}'\), while an HTTP request for a URL ending in \('\text{images/map.gif}'\) is unlikely to be similar to one ending in \('\text{browse.php?category=5}'\).

Our enumeration strategy consists of extracting and listing features from request strings, where each feature identifies a potential candidate request class. Each enumeration strategy
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\(^3\)Caching will violate this linearity assumption; however, we argue that in this case behavior will fall into two domains—one dominated by caching, and the other not—and that a linear approximation is appropriate within each domain.
is based on the formal or informal⁴ syntax of the request and it enumerates the portions of the request which identify the class of operation, the data being operated on, and the operation itself, which are later tested for significance. We note that the feature enumeration algorithm must be manually specified for each application type, but that there are a relatively small number of such types, and once algorithm is specified it is applicable to any application sharing that request syntax.

The Modellus feature enumeration algorithm for HTTP requests is shown in Figure 4.4, with features generated from an example URL. The aim of the algorithm is to identify
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⁴E.g. HTTP, where the hierarchical structure of requests, semantics of URI suffixes, and interpretation of query arguments are defined by convention rather than standard.
request elements which may identify common processing paths; thus features include file extensions and URL prefixes, and query skeletons (i.e. a query with arguments removed), each of which may identify common processing paths. In Figure 4.5 we see the feature enumeration algorithm for SQL database queries, which uses table names, database names, query skeletons, and SQL phrases (which may be entire queries in themselves) to generate a list of features. Feature enumeration is performed on all requests present in an application’s log file over a measurement window, one request at a time, to generate a list of candidate features.

4.3.2 Stepwise Linear Regression

Once the enumeration algorithm generates a list of candidate features, the next step is to use training data to learn a model by choosing only those features whose coefficients $s_i$ and $w_{ij}$ minimize the error terms in Equations 4.2 and 4.4. In a theoretical investigation, we might be able to compose benchmarks consisting only of particular requests, and thus measure the exact system response to these particular requests. In practical systems, however, we can only observe aggregate resource usage given an input stream of requests which we do not control. Consequently, the model coefficients $s_i$ and $w_{ij}$ must also be determined as part of the model generation process.

One naïve approach is to use all candidate classes enumerated in the previous step, and to employ least squares regression on the inputs (here, arrival rates within each candidate class) and outputs (utilization or downstream request rates) to determine a set of coefficients that best fit the training data. However, this will generate spurious features with no relationship to the behavior being modeled; if included in the model they will degrade its accuracy, in a phenomena known as over-fitting in the machine learning literature. In particular, some will be chosen due to random correlation with the measured data, and will contribute noise to future predictions.
1. Let $\Lambda_{\text{model}} = \{\}, \Lambda_{\text{remaining}} = \{\lambda_1, \lambda_1, \ldots\}, e = \mu$
2. while $\Lambda_{\text{remaining}} \neq \phi$ do
3.     for $\lambda_i$ in $\Lambda_{\text{model}}$ do
4.         $e(\lambda_i) \leftarrow \text{error}(\Lambda_{\text{model}} - \lambda_i)$
5.     end for
6.     $\lambda_i \leftarrow \min_i e(\lambda_i)$
7.     if F-TEST($e(\lambda_i)$) = not significant then
8.         $\Lambda_{\text{model}} \leftarrow \Lambda_{\text{model}} - \lambda_i$
9.     end if
10.    for $\lambda_i$ in $\Lambda_{\text{remaining}}$ do
11.        $e(\lambda_i) \leftarrow \text{error}(\Lambda_{\text{model}} + \lambda_i)$
12.    end for
13.    $\lambda_i \leftarrow \min_i e(\lambda_i)$
14.    if F-TEST($e(\lambda_i)$) = significant then
15.        $\Lambda_{\text{model}} \leftarrow \Lambda_{\text{model}} \cup \lambda_i$
16.    else
17.        return $\Lambda_{\text{model}}$
18.    end if
19. end while

**Figure 4.6.** Stepwise Linear Regression Algorithm

This results in a data mining problem: out of a large number of candidate classes and measurements of arrival rates within each class, determining those which are predictive of the output of interest, and discarding the remainder. In statistics this is termed a variable selection problem [25], and may be solved by various techniques which in effect determine the odds of whether each input variable influences the output or not. Of these methods we use Stepwise Linear Regression, [54, 33] due in part to its scalability, along with a modern extension—the Foster and George’s risk inflation criteria [29].

A simplified version of this algorithm is shown in Figure 4.6, with input variables $\lambda_i$ and output variable $\mu$. We begin with an empty model; as this predicts nothing, its error is exactly $\mu$. In the first step, the variable which explains the largest fraction of $\mu$ is added to the model. At each successive step the variable explaining the largest fraction of the remaining error is chosen; in addition, a check is made to see if any variables in the model have been made redundant by ones added at a later step. The process completes when no remaining variable explains a statistically significant fraction of the response.
4.4 Accuracy, Efficiency and Stability

We have presented techniques for automatic inference of our basic models and their composition. However, several practical issues arise when implementing these techniques into a system:

• **Workload changes:** Although our goal is to derive models which are resilient to shifts in workload composition as well as volume, some workload changes will cause model accuracy to decrease — for instance, the workload may become dominated by requests not seen in the training data. When this occurs, prediction errors will persist until the relevant models are re-trained.

• **Effective model validation and re-training:** In order to quickly detect shifts in system behavior which may invalidate an existing model, without unnecessarily retraining other models which remain accurate, it is desirable to periodically test each model for validity. The lower the overhead of this testing, the more frequently it may be done and thus the quicker the models may adjust to shifts in behavior.

• **Cascading errors:** Models may be composed to make predictions across multiple tiers in a system; however, uncertainty in the prediction increases in doing so. Methods are needed to estimate this uncertainty, so as to avoid making unreliable predictions.

• **Stability:** Some systems will be difficult to predict with significant accuracy. Rather than spending resources repeatedly deriving models of limited utility, we should detect these systems and limit the resources expended on them.

In the following section we discuss these issues and the mechanisms in Modellus which address them.
4.4.1 Model Validation and Adaptation

A trained model makes predictions by extrapolating from its training data, and the accuracy of these predictions will degrade in the face of behavior not found in the training data. Another source of errors can occur if the system response changes from that recorded during the training window; for instance, a server might become slower or faster due to failures or upgrades.

In order to maintain model accuracy, we must retrain models when this degradation occurs. Rather than always re-learning models, we instead test predictions against actual measured data; if accuracy declines below a threshold, then new data is used to re-learn the model.

In particular, we sample arrival rates in each class \((\hat{\lambda}_i)\) and measure resource utilization \((\hat{\mu})\). Given the model coefficients \(s_i\) and \(w_{ij}\), we substitute \(\hat{\lambda}_i\) and \(\hat{\mu}\) into Equations 4.2 and 4.4, yielding the prediction error \(\epsilon\). If this exceeds a threshold \(\epsilon_T\) in \(k\) out of \(n\) consecutive tests, the model is flagged for re-learning.

A simple approach is to test all models at a central node; data from each system is collected over a testing window and verified. Such continuous testing of tens or hundreds of models could be computationally expensive. We instead propose a fast, distributing model testing algorithm based on the observation that although model derivation is expensive in both computation and memory, model checking is cheap. Hence model validation can be distributed to the systems being monitored themselves, allowing nearly continuous checking.

In this approach, the model—the request classes and coefficients—is provided to each server or node and can be tested locally. To test workload-to-usage models, a node samples arrival rates and usages over a short window, and compares the usage predictions against observations. Workload-to-workload models are tested similarly, except that communication with the downstream node is required to obtain observed data. If the local tests fail in \(k\) out of \(n\) consecutive instances, then a full test is triggered at the central node; full testing in-
volves a larger test window and computation of confidence intervals of the prediction error. Distributed testing over short windows is fast and imposes minimal overheads on server applications; due to this low overhead, tests can be frequent to detect failures quickly.

4.4.2 Limiting Cascading Errors

In the absence of errors, we could monitor only the external inputs to a system, and then predict all internal behavior from models. In practice, models have uncertainties and errors, which grow as multiple models are composed.

Since our models are linear, errors also grow linearly with model composition. This may be seen by substituting Equation 4.4 into Equation 4.2, yielding a composite model with error term $\sum s_i \cdot \epsilon_i + \epsilon$, a linear combination of individual errors. Similarly, a “join” again yields an error term summing individual errors.

Given this linear error growth, there is a limit on the number of models that may be composed before the total error exceeds any particular threshold. Hence, we can no longer predict all internal workloads and resource usages solely by measuring external inputs. In order to scale our techniques to arbitrary system sizes, we must to measure additional inputs inside the system, and use these measurement to drive further downstream predictions.

To illustrate how this may be done, consider a linear cascade of dependencies, and suppose $\epsilon_{max}$ is the maximum tolerable prediction error. The first node in this chain sees an external workload that is known and measured; we can compute the expected prediction error at successive nodes in the chain until the error exceeds $\epsilon_{max}$. Since further predictions will exceed this threshold, a new measurement point must inserted here to measure, rather than predict, its workload; these measurements drive predictions at subsequent downstream nodes.

This process may be repeated for the remaining nodes in the chain, yielding a set of measurement points which are sufficient to predict responses at all other nodes in the chain. This technique easily extends to an arbitrary graph; we begin by measuring all external
inputs and traverse the graph in a breadth-first manner, computing the expected error at each node. A measurement point is inserted if a node's error exceeds $\epsilon_{\text{max}}$, and these measurements are then used to drive downstream predictions.

### 4.4.3 Stability Considerations

Under certain conditions, however, it will not be possible to derive a useful model for predicting future behavior. If the system behavior is dominated by truly random factors, for instance, model-based predictions will be inaccurate. A similar effect will be seen in cases where there is insufficient information available. Even if the system response is deterministically related to some attribute of the input, as described below, the log data may not provide that that attribute. In this case, models learned from random data will result in random predictions.

In order to avoid spending a large fraction of system resources on the creation of useless models, Modellus incorporates backoff heuristics to detect applications which fail model validation more than $k$ times within a period $T$. (e.g. 2 times within the last hour) These “mis-behaving” applications are not modeled, and are only occasionally examined to see whether their behavior has changed and modeling should be attempted again.

### 4.5 From Theory to Practice: Modellus Implementation

Our Modellus system implements the statistical and learning methods described in the previous sections. Figure 4.7 depicts the Modellus architecture. As shown, Modellus implements a *nucleus* on each node to monitor the workload and resource usage and for distributed model testing. The Modellus *control plane* resides on one or more dedicated nodes and comprises (i) a *Modeling and Validation Engine (MVE)* that implements the core numerical computations for model derivation and testing and may be distributed across multiple nodes for scalability, and (ii) a *Monitoring and Scheduling Engine (MSE)* which coordinates the gathering of monitoring data and scheduling of model generation.
Figure 4.7. Modellus components. The nucleus is deployed on target systems, while the centralized control plane consists of the modeling and validation engine and Monitoring and Scheduling Engine.

and validation tasks when needed. The Modellus control plane also exposes a front-end that allows the derived models to be applied to data center analysis tasks; the current front-end is rudimentary and exports derived models and sampled statistics to a Matlab engine for interactive analysis.

The Modellus nucleus and control plane are implemented in a combination of C++, Python, and Numerical Python [6], providing an efficient yet dynamically extensible system. The remainder of this section discusses our implementation of these components in detail.

4.5.1 Modellus Nucleus

The nucleus is deployed on each target system, and is responsible for both data collection and simpler data processing tasks in the Modellus system. It monitors resource usage, tracks application events, and translates these events into rates. It reports usages and rates to the control plane when requested, and can also test a control plane-provided model against these usages and rates to provide local testing. A simple HTTP-based inter-
face is provided to the control plane, with commands falling into the following groups: (i) monitoring configuration, (ii) data retrieval, and (iii) local model validation.

**Monitoring:** The nucleus performs *adaptive monitoring* under the direction of the control plane—it is instructed which variables to sample and at what rate. It implements a uniform naming model for data sources, and an extensible plugin architecture allowing support for new applications to be easily implemented.

Resource usage is monitored via standard OS interfaces, and collected as counts or utilizations over fixed measurement intervals. Event monitoring is performed by plugins which process event streams (i.e. logs) received from applications. These plugins process logs in real time and generate a stream of request arrivals; class-specific arrival rates are then measured by mapping each event using application-specific feature enumeration rules and model-specified classes.

The Modellus nucleus is designed to be deployed on production servers, and thus must require minimal resources. By representing feature strings by hash values, we are able to implement feature enumeration and rate monitoring with minimal overhead, as shown experimentally in Section 4.6.5. We have implemented plugins for HTTP and SQL, with particular adaptations for Apache, MySQL, Tomcat, and XML-based web services.

**Data retrieval:** A monitoring agent such as the Modellus nucleus may either report data asynchronously (*push*), or buffer it for the receiver to retrieve (*pull*). In Modellus data is buffered for retrieval, with appropriate limits on buffer size if data is not retrieved in a timely fashion. Data is serialized using Python’s *pickle* framework, and then compressed to reduce demand on both bandwidth and buffering at the monitored system.

**Validation and reporting:** The nucleus receives model validation requests from the control plane, specifying input classes, model coefficients, output parameter, and error thresholds. It periodically measures inputs, predicts outputs, and calculates the error; if out of bounds $k$ out of $n$ times, the control plane is notified. Testing of workload-to-
workload models is similar, except that data from two systems (upstream and downstream) is required; the systems share this information without control plane involvement.

### 4.5.2 Monitoring and Scheduling Engine

The main goal of the Modellus control plane is to generate up-to-date models and maintain confidence in them by testing. Towards this end, the monitoring and scheduling engine (MSE) is responsible for (i) initiating data collection from the nuclei for model testing or generation, and (ii) scheduling testing or model re-generation tasks on the modeling and validation engines (MVEs).

The monitoring engine issues data collection requests to remote nuclei, requesting sampled rates for each request class when testing models, and the entire event stream for model generation. For workload-to-workload models, multiple nuclei are involved in order to gather upstream and downstream information. Once data collection is initiated, the monitoring engine periodically polls for monitored data, and disables data collection when a full training or testing window has been received.

The control plane has access to a list of workload-to-utilization and workload-to-workload models to be inferred and maintained; this list may be provided by configuration or discovery. These models pass through a number of states, which may be seen in Figure 4.8: *waiting* for prerequisites, *ready to train*, *trained*, *re-validating*, and *unstable*. Each
W2U model begins in the *waiting* state, with the downstream W2U model as a prerequisite, as the feature list from this W2U model is needed to infer the W2U model. Each W2U model begins directly in the *ready* state. The scheduler selects models from the ready pool and schedules training data collection; when this is complete, the model parameters may be calculated. Once parameters have been calculated, the model enters the *trained* state; if the model is a prerequisite for another, the waiting model is notified and enters the *ready* state.

Model validation as described above is performed in the *trained* state, and if at any point the model fails, it enters *revalidating* state, and training data collection begins. Too many validation failures within an interval cause a model to enter the *unstable* state, and training ceases, while from time to time the scheduler selects a model in the unstable state and attempts to model it again. Finally, the scheduler is responsible for distributing computation load within the MVE, by assigning computation tasks to appropriate systems.

4.5.3 Modeling and Validation Engine

The modeling and validation engine (MVE) is responsible for the numeric computations at the core of the Modellus system. Since this task is computationally demanding, a dedicated system or cluster is used, avoiding overhead on the data center servers themselves. By implementing the MVE on multiple systems and testing and/or generating multiple models in parallel, Modellus will scale to large data centers, which may experience multiple concurrent model failures or high testing load.

The following functions are implemented in the MVE:

**Model generation:** W2U models are derived directly; W2U models are derived using request classes computed for the downstream node’s W2U model. In each case step-wise regression is used to derive coefficients relating input variables (feature rates) to output resource utilization (W2U models) or feature rates (W2U models).
**Model validation:** Full testing of the model at the control plane is similar but more sophisticated than the fast testing implemented at the nucleus. To test an W2U model, the sampled arrival rates within each class and measured utilization are substituted into Equation 4.2 to compute the prediction error. Given a series of prediction errors over successive measurement intervals in a test window, we compute the 95% one-sided confidence interval for the mean error. If the confidence bound exceeds the tolerance threshold, the model is discarded.

The procedure for testing an W2U model is similar. The output feature rates are estimated and compared with measured rates to determine prediction error and a confidence bound; if the bound exceeds a threshold, again the model is invalidated. Since absolute values of the different output rates in a W2U model may vary widely, we normalize the error values before performing this test, by using the downstream model coefficients as weights, allowing us to calculate a scaled error magnitude.

### 4.6 Results

In this section we present experiments examining various performance aspects of the proposed methods and system. To test feature-based regression modeling, we perform modeling and prediction on multiple test scenarios, and compare measured results with predictions to determine accuracy. Additional experiments examine errors under shifting load conditions and for multiple stages of prediction. Finally, we present measurements and benchmarks of the system implementation, in order to determine the overhead which may be placed on monitoring systems and the scaling limits of the rest of the system.

#### 4.6.1 Experimental Setup

The purpose of the Modellus system is to model and predict performance of real-world applications, and it was thus tested on results from a realistic data center testbed and applications. A brief synopsis of the hardware and software specifications of this testbed is...
Table 4.1. Data Center Testbed and Applications

given in Table 4.1, and the configuration of the systems illustrated in Figure 4.9. Three web applications were implemented: TPC-W [80, 12], an e-commerce benchmark, RUBiS [13], a simulated auction site, and Apache Open For Business (OFBiz) [63], an ERP (Enterprise Resource Planning) system in commercial use. TPC-W and OFBiz are implemented as 3-tier Java servlet-based applications, consisting of a front-end server (Apache) handling static content, a servlet container (Tomcat), and a back-end database (MySQL). RUBiS (as tested) is a 2-tier LAMP\(^5\) application; application logic written in PHP runs in an Apache front-end server, while data is stored in a MySQL database.

Both RUBiS and TPC-W have associated workload generators which simulate varying numbers of clients; the number of clients as well as their activity mix and think times were varied over time to generate non-stationary workloads. This is illustrated in Figure 4.10, where the frequency of several key requests is plotted as the traffic mix is varied during the course of a test run. A load generator for OFBiz was created using JWebUnit [44], which simulated multiple users performing shopping tasks from browsing through checkout and payment information entry.

Apache, Tomcat, and MySQL were configured to generate request logs, and system resource usage was sampled using the `sadc(8)` utility with a 1-second collection interval. Traces were collected and prediction was performed off-line, in order to allow re-use of the

\(^5\)Linux/Apache/MySQL/PHP
Figure 4.9. Data Center testbed. Testbed consists of a single back-end database cluster shared by three applications: OpenForBusiness, RubiS and TPC-W.

same data for validation. Cross-validation was used for measurements of prediction error: each trace was divided into training windows of a particular length (e.g. 30 minute), and a model was constructed for each window. Each models was then used to predict each data point outside of the window on which it was trained. Deviations between predicted and actual values were then measured and statistics computed.

4.6.2 Model Generation Accuracy

To test W2U model accuracy, we tested OFBiz, TPC-W, and RubiS configurations both alone and concurrently sharing the backend database. Using traces from these tests we compute models over 30-minute training windows, and then use these models to predict utilization $\hat{\mu}$ for 30-second intervals, using cross-validation as described above. We report the root mean square (RMS) error of prediction, and the $90^{th}$ percentile absolute error ($|\mu - \hat{\mu}|$). For comparison we also show the standard deviation of the measured data itself, $\sigma(y)$.

In Figure 4.11 we see results from these tests. Both RMS and $90^{th}$ percentile prediction error are shown for each server except the OFBiz Apache front end, which was too lightly loaded ($< 3\%$) for accurate prediction. In addition we plot the standard deviation of the
Figure 4.10. Request breakdown over time during a single test run. Arrival rates are shown for two shopping/browsing and two bidding/buying request URLs during the course of a test run.

variable being predicted (CPU utilization), in order to indicate the degree of error reduction provided by the model. In each case we are able to predict CPU utilization to a high degree of accuracy—less than 5% except for the TPC-W Tomcat server, and in all cases a significant reduction relative to the variance of the data being predicted.

We examine the distribution of prediction errors more closely in Figures 4.13 and 4.14, using the OFBiz application. For each data point predicted by each model we calculate the prediction error ($|\hat{y} - y|$), and display a cumulative histogram or CDF of these errors. From these graphs we see that about 90% of the Apache data points are predicted within 2.5%, and 90% of the MySQL data points within 5%.

In addition, in this figure we compare the performance of modeling and predicting based on workload features vs. predictions made from the aggregate request rate alone. Here we see that CPU on the OFBiz Tomcat server was predicted about twice as accurately using feature-based prediction, while the difference between naïve and feature-based prediction on the MySQL server was even greater.

To investigate the effect of the training window length, we plot a learning curve of error vs. window length in Figure 4.15. The RMS error is shown along with $90^{th}$ and $95^{th}$
percentile errors; all are seen to drop steeply and then flatten out at somewhere between 10 and 20 minutes. These lines, however, give averages of the corresponding values across 30 test runs—i.e. the errors that may be expected from a typical model. However, we are also interested in the chance that training will generate a bad model, giving errors significantly worse than typical. To examine this, the RMS error line in Figure 4.15 is plotted with bars indicating the model-to-model standard deviation of the RMS error. Here we see that the variation across models in RMS prediction error continues to decrease until we reach a window of 25 minutes or more, well after the error curve itself has flattened out.
Figure 4.15. Learning curve for predicting RUBiS server utilization from HTTP features. Performance is shown vs. the length of the training window. We plot the 95th percentile, 90th percentile, and RMS prediction errors, as well as bars for the standard deviation (across models) of the RMS error.

4.6.3 Model Composition

The results presented above examine performance of single workload-to-utilization (W2U) models. We next examine prediction performance when composing workload-to-workload (W2U) and W2U models. We show results from the multi-tier experiments described above, but focus on cross-tier modeling and prediction.

As described earlier, the composition of two models is done in two steps. First, we train a W2U model for the downstream system (e.g. the database server) and its inputs. Next, we take the list of significant features identified in this model, and for each feature we train a separate upstream model to predict it. For prediction, the W2U model is used to predict input features to the W2U model, yielding the final result. Prediction when multiple systems share a single back-end resource is similar, except that the outputs of the two W2U models must be summed before input to the W2U model.

In Figure 4.12 we see the performance of this strategy in comparison with prediction directly from the inputs to the back-end system. The increase in error is seen to be modest, even when multiple applications are sharing the back-end.
Figure 4.16. Learning curves for composed and direct prediction. Results are for RUBiS only, for a single workload-to-utilization model trained on HTTP features vs. database server utilization.

![Learning curves for composed and direct prediction](image)

Figure 4.16. Learning curves for composed and direct prediction. Results are for RUBiS only, for a single workload-to-utilization model trained on HTTP features vs. database server utilization.

<table>
<thead>
<tr>
<th>Prediction target</th>
<th>I</th>
<th>J</th>
<th>H</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>0.47%</td>
<td>4.28%</td>
<td>3.45%</td>
<td>4.12%</td>
</tr>
<tr>
<td>J</td>
<td>0.82%</td>
<td>0.97%</td>
<td>1.21%</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.50%</td>
<td></td>
<td>0.70%</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td></td>
<td></td>
<td>0.64%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.17. Web services - cascade errors. Table entries at (x,y) give the absolute RMS error of prediction for utilization at y given inputs at x.

In Figure 4.16 we compare learning curves for W2U models of the RUBiS-only experiment with the composed model for the RUBiS and MySQL servers, given HTTP input features; we note that the learning time necessary is comparable. In addition we validate our model composition approach by comparing its results to those of a model trained on HTTP inputs to the RUBiS server vs. CPU utilization on the MySQL server.

4.6.4 Cascading Errors

We measured prediction performance of an emulated web services application in order to investigate the relationship between model composition and errors. Three separate topologies were measured, corresponding to the model operations in Figure 4.3—cascade,
split, and join—and prediction errors were measured between each pair of upstream and downstream nodes. In Figure 4.17 we see results for the cascade topology, giving prediction errors for model composition across multiple tiers; errors grow modestly, reaching at most about 4%.

In Figure 4.18 we see results for the split topology, and the join case in Figure 4.19. In each case prediction errors are negligible. Note that in the join case, downstream predictions must be made using both of the upstream sources. This does not appear to affect accuracy; although the final prediction contains errors from two upstream models, they are

<table>
<thead>
<tr>
<th>Prediction target</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>J</td>
</tr>
<tr>
<td>H</td>
</tr>
</tbody>
</table>

Figure 4.18. Errors in prediction from composed model due to multiple downstream servers

<table>
<thead>
<tr>
<th>Prediction target</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>H</td>
</tr>
<tr>
<td>I+H</td>
</tr>
<tr>
<td>J</td>
</tr>
<tr>
<td>K</td>
</tr>
</tbody>
</table>

Figure 4.19. Errors in prediction from composed model due to summing inputs from multiple upstream models. (*note that results for I+H→J are not available.*)
Figure 4.20. Growth of prediction error as data variability increases. Measured using synthetic CPU data generated from measured data traces. The X axis is the scaled standard deviation of the service times used to create the synthetic utilization trace.

<table>
<thead>
<tr>
<th>CPU/event Equiv. overhead</th>
<th>Output data</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP (TPC-W)</td>
<td>16.5μs</td>
</tr>
<tr>
<td>HTTP (World Cup)</td>
<td>11.8μs</td>
</tr>
<tr>
<td>SQL</td>
<td>23.8μs</td>
</tr>
</tbody>
</table>

Table 4.2. CPU and data overhead for Modellus log processing on several workloads

each weighted proportionally. We note that results are currently missing in the join scenario for estimating utilization of the second tier node, $j$, given the two first tier traffic streams.

4.6.5 System Overheads

We have benchmarked both the Modellus nucleus and the computationally intensive portions of the control plane. The nucleus was benchmarked on the testbed machines to determine both CPU utilization and volume of data produced. HTTP and SQL processing overheads were measured on log data from the TPC-W benchmark; in addition, HTTP measurements were performed for logfiles from the 1998 World Cup web site [4].

Based on the request rate in the trace logs and the CPU utilization while they were being generated, we report the estimated overhead due to Modellus event processing if the server were running at 100% CPU utilization. Figures include overhead for compressing the data before buffering; in addition, we report the rate at which compressed data is generated, as it must be buffered and then transmitted over the network. Results may be seen in Table 4.2.
We measure the computationally intensive tasks of the Modeling and Validation Engine, to determine the scalability of the system. Tests were run using two systems: a 2.8GHz Pentium 4 with 512K cache, and a 2.3GHz Xeon 5140 with 4M cache. Results are reported below for only the Xeon system, which was approximately 3 times faster on this task than the Pentium 4. Each test measured the time to train a model; the length of the training window and the number of features considered was varied, and multiple replications across different data sets were performed for each combination.

Results for training W2U models are seen in Table 4.3. For 30 minute training windows and 1000 features considered, a single CPU core was able to compute 3 models per second. Assuming that at most we would want to recompute models every 15 minutes—i.e. overlapping half of the previous training window—a single CPU would handle model computation for over 2500 monitored systems. W2U model training is computationally more complex; results for the same range of model sizes are shown in Table 4.4. These measurements showed a very high data-dependent variation in computation time, as complexity of computing the first-tier model is directly affected by the number of significant features identified at the second tier. We see that computation time was primarily determined by the training window length. For 30 minute windows our system took about a
second to compute a model; if we calculate scaling as above, it could handle training data from nearly 1000 monitored systems.

Unlike model generation, model testing is computationally simple. Validation of a W2U model across a window of 30 minutes of data, for example, required between 3 and 6 milliseconds on the system used above.

### 4.6.6 Limitation of our Approach

Our approach to modeling system performance based on input features has a number of limitations, which we explore in this section. As with any statistical process, the larger the random component of a given amount of measured data, the higher the resulting error will be. In Modellus, such errors may be due to almost purely random factors (e.g. scheduling and queuing delays) or to “hidden variables” - factors which may deterministically affect system response, but which we are unable to measure. In this section we demonstrate the effects of such errors using by modification of testbed traces.

Simulated CPU traces were created from actual TPC-W data traces, by assigning weights to each of the TPC-W operations and then adding a lognormal-distributed random component to each processing time. Workload-to-utilization models were then trained on the original input stream and the resulting utilization data, and prediction results are reported. These may be seen in Figure 4.20, where prediction error for a fixed training window size may be seen to grow roughly linearly with the variability of the data. From this we see that increases in variability will result in either longer training windows, lower accuracy, or some combination of the two.

### 4.7 Data Center Analysis

In this section we apply the Modellus system and methodology to actual and simulated real-world scenarios.
<table>
<thead>
<tr>
<th>Application</th>
<th>Mix</th>
<th>Web reqs/sec</th>
<th>Predicted</th>
<th>Measured</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache</td>
<td>Browsing</td>
<td>90</td>
<td>32.00%</td>
<td>20.00%</td>
<td>+12.00%</td>
</tr>
<tr>
<td></td>
<td>Browsing</td>
<td>114</td>
<td>40.53%</td>
<td>31.40%</td>
<td>+9.13%</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>90</td>
<td>43.00%</td>
<td>41.00%</td>
<td>+2.00%</td>
</tr>
<tr>
<td>Tomcat</td>
<td>Browsing</td>
<td>90</td>
<td>37.00%</td>
<td>32.00%</td>
<td>+5.00%</td>
</tr>
<tr>
<td></td>
<td>Browsing</td>
<td>114</td>
<td>46.87%</td>
<td>45.00%</td>
<td>+1.87%</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>90</td>
<td>56.00%</td>
<td>51.00%</td>
<td>+5.00%</td>
</tr>
<tr>
<td>MySQL</td>
<td>Browsing</td>
<td>90</td>
<td>25.00%</td>
<td>17.30%</td>
<td>+7.70%</td>
</tr>
<tr>
<td></td>
<td>Browsing</td>
<td>114</td>
<td>31.67%</td>
<td>26.00%</td>
<td>+5.67%</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>90</td>
<td>66.00%</td>
<td>69.00%</td>
<td>-3.00%</td>
</tr>
</tbody>
</table>

Table 4.5. Case study: Predicted impact of workload changes. Model was built while running TPC-W mix 2 (shopping) and RUBiS. Predictions and measurements were made for TPC-W mix 1 (browsing) or 3 (ordering), running TPC-W only.

4.7.1 Online Retail Scenario

First we demonstrate the utility of our automatically derived models for “what-if” analysis of data center performance.

Consider an online retailer who is preparing for the busy annual holiday shopping season. We assume that the retail application is represented by TPC-W, which is a full-fledged implementation of an 3-tier online store and a workload generator that has three traffic mixes: browsing, shopping and ordering, each differing in the relative fractions of requests related to browsing and buying activities. We suppose that the shopping mix represents the typical workload seen by the application.

Suppose that the retailer wishes to analyze the impact of changes in the workload mix and request volume in order to plan to future capacity increases. For instance, during the holiday season it is expected that the rate of buying will increase and so will the overall traffic volume. We employ Modellus to learn models based on the typical shopping mix and use it to predict system performance for various what-if scenarios where the workload mix as well as the volume change.
We simulate this scenario on our data center testbed, as described in Section 4.6.1. Model training was performed over a 2 hour interval with varying TPC-W and RUBiS load, using the TPC-W “shopping” mixture. We then used this model to express utilization of each system in terms of the different TPC-W requests, allowing us to derive utilization as a function of requests per second for each of the TPC-W transaction mixes. The system was then measured with several workloads consisting of either TPC-W “browsing” or “ordering” mixtures.

Predictions are shown in Table 4.5 for the three traffic mixes, on the three servers in the system: Apache, which only forwards traffic; Tomcat, which implements the logic, and MySQL. Measurements are shown as well for two test runs with the browsing mixture and one with ordering. Measured results correspond fairly accurately to predictions, capturing both the significant increase in database utilization with increased buying traffic as well as the relative independence of the front-end Apache server to request mix.

4.7.2 Financial Application Analysis

The second case study examines the utility of our methods on a large stock trading application at a real financial firm, using traces of stock trading transactions executed at a financial exchange. Resource usage logs were captured over two 72-hour periods in early May, 2006; in the 2-day period between these intervals a hardware upgrade was performed. We learn a model of the application before the upgrade and demonstrate its utility to predict application performance on the new upgraded server. Event logs were captured during two shorter intervals, of 240,000 pre-upgrade and 100,000 post-upgrade events. In contrast to the other measurements in this paper, only a limited amount of information is available in these traces. CPU utilization and disk traffic were averaged over 60s intervals, and, for privacy reasons, the transaction log contained only a database table name and status (success/failure) for each event.
In Table 4.6 we see predicted values for three variables—CPU utilization, physical reads, and logical reads—compared to measured values. Pre-upgrade and post-upgrade estimates are in all cases closer to the true values than estimates using the naïve rate-based model, and in some cases are quite accurate despite the paucity of data. In addition, in the final line we use the pre-upgrade model to predict post-upgrade performance from its input request stream. We see that I/O is predicted within about 30% across the upgrade. Predicted CPU utilization, however, has not been adjusted for the increased speed of the upgraded CPU. Hypothetically, if the new CPU was twice as fast, the predicted value would be accurate within about 15%.

### 4.8 Related Work

Data center and distributed system monitoring has a long history; however in this section we compare Modellus to systems which combine performance monitoring with analysis and/or model-building. We thus omit discussion of fault- and event-oriented monitoring systems such as SNMP or HP Openview [47]; these systems typically focus on modeling event correlation, which is a much different problem. In particular, in this section we contrast Modellus to two classes of existing modeling and analysis applications: ones which utilize black-box models, and white-box model-based systems. Black-box models describe only the externally visible performance characteristics of a system, with minimal assump-
tions about the internal operations. White-box models, in contrast, are based on knowledge of these internals, often at a detailed level.

Black-box models are used in a number of approaches to data center modeling and control via feedback mechanisms, using several different methods to close the feedback loop. MUSE [14] uses a market bidding mechanism to optimize utility, while Model-Driven Resource Provisioning (MDRP) [24] and Aron et al. [5] use dynamic resource allocation to optimize SLA satisfaction, effectively expanding the resources to fit the input. Several control theory-based systems use admission control of requests, instead, thus reducing the input to fit the resources available [45, 46]. Parekh et al. [65] use admission control to control queue lengths; Abdelzaher et al. [2] control server utilization.

While black-box models concern themselves only with the inputs (requests) and outputs (measured response and resource usage), white-box models are based on causal links between actions. Event Relationship Networks (ERNs) describe such relationships between fine-grained events or operations within a system. Perng et al. [66] use statistical data mining techniques to derive ERNs. Magpie [8] and Project5 [3] use temporal correlation on OS trace information and packet traces, respectively, to find event relationships. In a variant of these methods, Jiang et al. [43] use an alternate approach; viewing events of a certain type as a flow, sampled over time, they use regression to find invariant ratios between event flow rates, which are typically indicative of causal links.

Given knowledge of a system’s internal structure (i.e. ERN), a queuing model may be created, which can then be calibrated against measured data, and then used for analysis and prediction. Stewart [82] uses this approach to analyze multi-component web applications with a simple queuing model. Urgaonkar [89] and Kounev [49] use more sophisticated product-form queuing network models to analyze and predict application performance for dynamic provisioning and capacity planning. Other work on SLA monitoring includes WebMon [34] and ETE [37], both of which merge multiple server information streams to derive user-visible performance information.
Other systems are predictive. NIMO, [78, 77] for example, uses statistical learning with active sampling to model application resource usage, and thus predict completion time for varying resource assignments. Their work focuses on the completion time of long-running applications; model composition such as done by Modellus is not applicable here as the workload is not request-based.

The work of Zhang, Cherkasova, and Smirni [95] is closely related to ours; they use regression to derive service times for queuing models of web applications, but require manual classification of events and do not compose models over multiple systems. Other work learns classifiers from monitored data: in Cohen [17] tree-augmented Bayesian Networks are used to predict SLA violations, and similarly in Chen [15] a K-nearest-neighbor algorithm is used to for provisioning to meet SLAs.

From this survey we see that modeling of event-to-event and event-to-utilization relationships has been studied in a number of ways. However, to our knowledge Modellus is the first such system to apply automated feature selection, thus transforming a tool for research analysis and insight into one which may be deployed for system management and optimization.

4.9 Conclusions

Modeling and prediction are important tools in many sensing systems, not just in data center monitoring. Many of these may be cases such as ours, where monitored data to be used for modeling and analysis is a series of information-rich events, and techniques are needed for incorporating these events into a model.

In this chapter we argue that modeling techniques relating workload volume and mix to resource utilization and tier-to-tier interactions can be useful tools in data center management. However, the complexity and rate of change of applications in these data centers makes the use of hand-constructed models difficult, as they will be of limited scope and quickly become obsolete. Therefore we propose a system which applies statistical machine
learning techniques to mine large amounts of incoming event data, discover predictive fea-
tures within it, and build models from it. These models relate workload to resource utiliza-
tion at a single tier, as well as tier-to-tier interactions, in a way which may be composed to
examine the relationship between user input and behavior of tiers deeper in the application.

We have implemented a prototype of Modellus and deployed it on a Linux data center
testbed. Our experimental results show the ability of this system to learn models and make
predictions across multiple systems in a data center application, with accuracies in predic-
tion of CPU utilization on the order of 5% in many cases. In addition, benchmarks show
the overhead of our monitoring system to be low enough to allow deployment on heavily
loaded servers.
5.1 Conclusion

5.2 Summary of the Thesis

In this thesis we have described a number of different data management architectures and techniques for distributed data collection and presentation. These methods are described in the context of three different system designs, in which they play important roles; we summarize them below.

Archival storage for high-speed structured event streams is addressed in the Hyperion system in Chapter 2 by a file system designed for this purpose, taking advantage of the properties of sensed data streams to extract maximum performance out of standard disk hardware. By designing the Hyperion stream file system around the requirements of this task, we are able to achieve speeds of almost 50% higher than for the best general-purpose file system tested, when measured on streaming-specific benchmarks.

The second key issue addressed in Hyperion is the problem of indexing event data as it is received at high speed. By using a Bloom filter-like structure, the multi-level signature index, we are able to compute and store an index as fast as data is received. This index, in turn, provides high enough search speed to allow acceptable interactive query response across many tens of gigabytes of recorded data.

We discuss archival storage and retrieval for wireless sensor networks in Chapter 3. We present a novel data structure, the Interval Skip Graph, and its use for approximate indexing by use of intervals. The use of interval summarization allows us to construct an index where we can trade off the overhead of inserting into the index with the cost of searching,
a tradeoff which is particularly useful in archival storage applications with infrequent reads and low probabilities that any piece of data will ever be read. In addition, we describe an adaptive approach to summarization, where indexing precision is tailored to application behavior. The optimal tradeoff between index construction and lookup overhead will vary according to the request behavior of the application, and so rather than require this parameter to be set \textit{a priori}, we instead adapt it according to current index performance to achieve the optimum balance. We present and evaluate the TSAR storage and retrieval system, which embodies these techniques.

Finally, in Chapter 4 we examine the problem of analysis and modeling in rich sensing environments, in particular in cases where we must infer models from information-rich event streams. We apply statistical learning techniques to the problem of analyzing and modeling data center application performance, allowing us to automatically construct relatively precise models without manual classification of event classes. We describe the Modellus system, incorporating these techniques, and present experimental results evaluating the performance of this approach, in both laboratory and near-real-world conditions, showing effective learning of accurate models in almost all cases.

5.3 Future Work

In Chapter 2 we present the Hyperion network monitoring system, with a focus on both its storage system and its index structure, both of which are optimized for speed. Consideration of each of these areas leads to a number of possibilities for future work. The record-oriented stream store provided by Hyperion StreamFS represents a significant break with current file system semantics; further exploration is needed to determine appropriate storage semantics for stream archival and to develop APIs to effectively deliver these semantics within the framework of modern operating systems. Conversely, the storage layout techniques used to obtain high performance bear examination to determine whether these
could be adapted in some way for use in conventional file systems when presented with appropriate usage.

The index structure used by the TSAR system in Chapter 3 presents a number of areas of future work. Can a distributed interval search structure achieve the $\log N$ update complexity bound of an Interval Tree? Are there methods of sparse tree construction which allow one to achieve better than $\log N$ amortized insertion cost, and what are the robustness penalties for doing so? Integration of TSAR with the CAPSULE storage system and other parts of the PRESTO architecture remains to be done in the future. Finally, the adaptive summarization algorithm is an area deserving of study, as although it adapts current storage to current query behavior, it is not as yet able to adapt indexing precision of previously stored data.

Finally, many areas of exploration remain in the Modellus system in Chapter 4. The effort to date has focused almost exclusively on model building; the use of these models is a rich area for future work. The use of alternate feature selection techniques, and testing of additional feature enumeration algorithms, would be valuable. Another area of possible exploration is the use of different modeling techniques, and especially data transforms before model inference; in particular, these avenues may allow us to examine the problem of modeling request latency as a function of input traffic. In the experimental area, more thorough evaluation of Modellus is needed on a spectrum of real-world data center applications and workloads.
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