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\section*{ABSTRACT}

In multi-view modeling (MVM) the system under development is described by distinct models, called views, which capture different perspectives of the system. Possible overlaps of the views may give rise to inconsistencies. Following the formal MVM framework of [33], the view consistency problem asks to check the consistency of a given set of views with respect to a given set of abstraction functions. Existing work checks view consistency of discrete systems (transition systems or finite automata) with respect to two types of abstraction functions: (1) projections of state variables and (2) projections of an alphabet of events onto a subalphabet. In this paper, we study view consistency with respect to timing abstractions, specifically, periodic sampling, for automata and transition systems. © 2018 Elsevier B.V. All rights reserved.

\section*{1. Introduction}

Designing complex systems, such as distributed, embedded, or cyber-physical systems, is a challenging task. As many of these systems are safety-critical, design by trial-and-error is not a viable option, and more rigorous methods such as model-based design are preferred (see [38] for an overview). Model-based design often involves several experts and stakeholders, or teams thereof, each having their own perspective, or view, of the system. These views are typically captured concretely using different kinds of models [5,39,26]. These models cover different and potentially overlapping aspects of the system. In such a multi-view modeling setting, a basic problem is to check that the views are consistent, i.e., that they do not contradict each other [34,26]. A formal framework that allows one to reason about multi-view modeling in general, and provides a mathematical definition of view consistency, has been proposed in [33]. In this paper we extend this formal framework along multiple directions, as explained below.

In the MVM framework of [33], systems and views are formalized as sets of behaviors. View behaviors are obtained by applying some kind of abstraction functions to system behaviors. In a nutshell, the view consistency problem can be formulated as follows. Given a set of views $\mathcal{V}_1, \ldots, \mathcal{V}_n$, and corresponding abstraction functions $\alpha_1, \ldots, \alpha_n$, does there exist a system $\mathcal{S}$ such that $\mathcal{V}_i = \alpha_i(\mathcal{S})$ for all $i = 1, \ldots, n$? If such a witness system $\mathcal{S}$ exists, then the views $\mathcal{V}_1, \ldots, \mathcal{V}_n$ are deemed consistent, otherwise they are deemed inconsistent.\footnote{The framework of [33] allows for a more flexible definition of consistency where conformance of the view $\mathcal{V}_i$ to an abstracted system $\alpha_i(\mathcal{S})$ need not be equality. In this paper we use equality as the conformance relation.}
The formal framework of [33] is abstract, in the sense that it does not a priori prescribe how to specify behaviors, systems, or views; neither does it specify what the abstraction functions are. This abstract framework has been instantiated in previous work [33,32,28,27] along several dimensions:

- In [33], an instantiation of the abstract MVM framework is considered where systems and views are specified as symbolic transition systems (STSs). The view consistency problem is studied w.r.t. abstraction functions which are projections of state variables.
- [32] extends the results of [33], by considering an instantiation of the abstract MVM framework where systems and views are specified as automata (over finite or infinite words) and where abstraction functions are projections of the alphabet of events onto a subalphabet.
- [28] further extends some of the results of [32] by studying the view consistency problem for the case of infinitary languages, i.e., languages containing both finite and infinite words, and their corresponding representation as pairs of automata over finite words and $\omega$-automata.
- In all three papers [33,32,28], the abstraction functions considered are projections, either of state variables, or of events in the alphabet. [27] considers a different kind of abstraction functions, namely, periodic sampling. This paper is the journal version of [27] and extends its results along multiple dimensions, while also providing new results to the general abstract multi-view modeling framework of [33].

Sampling is a widely used mechanism in observation, control, embedded software, and other settings, and therefore is a natural choice to consider when studying different kinds of abstractions for MVM. There are different types of sampling typically used in control, such as time-driven/periodic, or event-driven. In the former, the sampling points are determined based on time, whereas in the latter, they are determined based on some event (e.g., some type of state change). In this paper, we consider only time-driven and in fact periodic sampling. The study of other types of sampling abstractions is left as future work. In periodic sampling the system is sampled at periodic intervals, i.e., at times 0, T, 2T, and so on, where $T$ is the period.

For instance, consider a drive-by-wire system in a modern car. In the final system running in the car, there may be several sensors placed at different locations and monitoring different parts of the car, often by periodically sampling some physical values (e.g., temperature, pressure, etc.). There may also be several control programs periodically executing, reading inputs from the sensors (or receiving them from other programs), performing computations, and writing their outputs to actuators (or sending them to other programs). The programs may communicate over networks which are themselves time-triggered, and often periodic. The periods in the system need not all be the same. Such multi-periodic systems are very common in the domain of embedded systems (e.g., see [7]) and naturally give rise to multi-periodic sampling abstractions. Although at runtime the consistency of the different periodically-sampled views of the system is ensured (since by definition the witness system under execution exists), this is not necessarily the case at design time. This is where the MVM framework can be of use. In particular, when different design teams each employ a model of the system sampled at a different period, the consistency of those models/views needs to be ensured.

As a concrete example, consider two views of the system, denoted $V_2$ and $V_5$. $V_2$ is supposed to model the behavior of the system sampled with period 2, while $V_5$ models the behavior of the system sampled with period 5. Suppose that both $V_2$ and $V_5$ assert that the system contains a certain boolean variable $b$, which is initially 0 and then alternates between 0 and 1 at every transition. Although it may at first appear that $V_2$ and $V_5$ are consistent with each other, they are not. The reason is that $V_2$ asserts that $b$ will be 0 at times 0, 4, 8, 12, and so on, and 1 at times 2, 6, 10, and so on. On the other hand, $V_5$ asserts that $b$ will be 0 at times 0, 10, 20, and so on, and 1 at times 5, 15, and so on. At time 10, there is an inconsistency, as $V_2$ asserts $b$ to be 1 while $V_5$ asserts $b$ to be 0. Discovering such inconsistencies automatically (not only for simple cases like this one, but for more complex and general models) can be achieved using the models and algorithms provided in this paper.

Sometimes the sampling does not start at time 0 but at some other time called the initial phase. For simplicity, in this paper we consider that the initial phase is 0. However, our results should be easy to extend to the general case (an example of how this can be done is provided in Section 5.2).

This paper significantly extends the results of [27] on the study of MVM under multi-periodic sampling abstractions. Specifically, the contributions of this paper are the following:

1. We introduce the concept of canonical witness system candidate (see Section 4.3), namely, $S^* = \bigcap_{i=1}^{n} \alpha_i^{-1}(V_i)$, where $\alpha_i^{-1}$ is the inverse of abstraction function $\alpha_i$. $S^*$ is important as it provides a necessary and sufficient condition for checking view consistency (Theorem 5). In particular, views $V_1, \ldots, V_n$ are consistent iff $S^*$ is a valid witness, i.e., iff for all $i = 1, \ldots, n$, $\alpha_i(S^*) = V_i$. The concept of canonical witness system candidate extends the abstract multi-view modeling framework of [33], as it is a general result which holds independently of the particular instantiation of the framework. The concept can be used in any instance of the framework, and is indeed used to derive algorithms for the several instances of the view consistency problem studied in this paper.

2. We introduce and study the multi-view consistency problem for views represented as non-deterministic Büchi automata (NBA) and periodic sampling abstraction functions on infinite words. Such a periodic sampling function takes an infinite word $w$ and returns a new infinite word by taking one out of every $T$ letters in $w$, where $T$ is the given period. We solve the multi-view consistency problem in this setting by applying the necessary and sufficient condition from contri-
bution (1) above. To this end, we develop methods to compute the canonical witness system candidate in the NBA setting. This involves being able to compute forward and inverse periodic samplings of $\omega$-regular languages as represented by their corresponding NBA. We provide such methods, which proves closure of $\omega$-regular languages with respect to forward and inverse periodic sampling. In the process, we need to consider NBA with $\epsilon$-transitions, and we provide a method to eliminate such transitions while preserving the language of the NBA. All these results extend the results of [27]. Although [27] considers periodic sampling abstraction functions, the setting there is that of STSs, and not that of $\omega$-regular languages and NBA, which are novel contributions of this work. STSs lack acceptance conditions and hence cannot capture liveness properties. Büchi automata can model liveness. On the other hand, Büchi automata are not symbolic. Therefore, both models are useful to consider. We also note that symbolic transition systems and Büchi automata are both standard formalisms used by widespread verification tools such as SMV [25] or Spin [14].

3 We re-consider the setting of STSs and periodic sampling abstraction functions of [27]. The problem of checking view consistency in that setting was already studied in [27], but only a sound and incomplete algorithm was provided there. In this paper, we provide a novel, sound and complete method to solve the problem. The method applies the generic necessary and sufficient condition from (1) and relies on computing the canonical witness system candidate in the STS setting. For this computation, closure properties of STSs with respect to forward and inverse periodic sampling abstraction functions are studied. As in [27], STSs with observable and unobservable variables are considered, and both the classes of FOSs (fully-observwable systems) and nFOSs (non-fully-observable systems) are considered and their closure w.r.t. forward and inverse periodic sampling is examined. We show that both FOSs and nFOSs are closed under forward periodic sampling, but only nFOSs are generally closed under inverse periodic sampling.

4 We also answer another question left open in [27]. There, three variants of the view consistency problem were proposed. Using the numbering in this paper: Problem 3, which simply asks for a semantic witness system (i.e., a set of behaviors); Problem 4, which asks for a witness system that can be represented as an nFOS; and Problem 5, which asks for a witness system that can be represented as a FOS. While it is clear that existence of a FOS witness implies existence of an nFOS, and that the latter implies existence of a semantic witness, the reverse directions are not obvious. The non-equivalence of Problems 4 and 5 was shown in [27] but the question whether Problems 3 and 4 are equivalent was left open. In this paper, we show that Problems 3 and 4 are equivalent, that is, the existence of a semantic witness implies the existence of an nFOS witness.

5 We have added several new examples throughout the paper, plus two complete examples illustrating the process of checking view consistency in the NBA and the STS settings in Sections 5.5 and 6.5, respectively.

2. Related work

Multi-view modeling is a well-known concept in the software and system engineering communities, (cf., standards such as ISO 42010 [16]). Existing work mainly focuses on designing architectures that combine various modeling tools or elements of these tools [5,12]. Then, checking for multi-view consistency consists in checking the consistency of the different architectures. Consistency problems on the behavioral aspects of a system have been discussed widely within the context of multi-modeling languages such as UML [31,41,9,22,23] and SysML [34]. Architectural views and structural consistency notions are also studied in [4,3,24]. A static, logic-based setting for consistency is also studied in [11].

The above work focuses on architectural, structural, and generally static notions of views. In this work we consider only behavioral aspects of systems, and in that sense, our approach focuses on dynamics. Dynamical, behavioral views are also studied in [29,30] within the context of cyber-physical systems. The aim there is mainly aiding the verification process, rather than checking view consistency. [31] follows a “hybrid” approach, where model-checking techniques are used to check consistency between class diagrams and state machines.

In our framework, view consistency problems admit a yes/no answer. This may be too strict in some contexts, and indeed, some work follows a more lenient approach which may leave room for inconsistencies [10], or opt for more light-weight detection and tracking of ontological overlaps [36].

Other approaches to multi-view modeling include interface theories [8,13], specification and abstraction/refinement theories [17,6], and contract theories [2]. In aspect-oriented modeling [20], aspects are used instead of views in order to describe tangled and scattered behaviors across a system. Similarly to multi-view modeling, the main concern is again to identify conflicts among the multiple aspects. Several multi-view modeling techniques encompass metamodeling methods [19,18] in order to transform the views into a common metamodel and capture their dependencies. Extensive surveys of multi-view modeling approaches can be found in [1,26].

Our work follows the setting introduced in [33] and further investigated in [32,28]. However, the abstraction functions studied in this paper are different from those considered in the papers above, as stated in the introduction. This paper is a modified version of conference paper [27]. Compared to [27] and previous publications [33,32], new material in this paper includes: Section 4.3 on the canonical witness system candidate, with the necessary and sufficient condition for view consistency Theorem 5; Section 5 on the instantiation of the multi-view modeling framework to the case of $\omega$-regular languages represented as Büchi automata, and periodic sampling abstraction functions; Section 6.4 on solving view consistency problems in the case of STSs using new sound and complete methods (the sound but incomplete algorithm proposed in [27] has been omitted from this paper); extensive revisions compared to [27] in the constructions of forward and inverse periodic
samplings of STSs (Sections 6.2 and 6.3); Section 3.1.4 on eliminating $\epsilon$-transitions from Büchi automata; Section 3.2.4 on transforming nFOSs to Büchi automata; and two complete examples in Sections 5.5 and 6.5.

3. Background: automata and transition systems

Sets and functions

Let $S$ denote an arbitrary finite set: $|S|$ denotes its cardinality. For any set $S$, we use $P(S)$ or $2^S$ to denote its powerset. Also: $B = \{0, 1\}$ is the set of booleans, $\mathbb{N} = \{0, 1, 2, \ldots\}$ is the set of natural numbers and $\mathbb{N}_{>0} = \{1, 2, \ldots\}$. The notation $f: A \to B$ is used to denote a function $f$ from set $A$ to set $B$.

Alphabets, finite words, infinite words, $\epsilon$-elimination

A finite alphabet $\Sigma$ is a non-empty finite set of symbols. As usual, $\epsilon$ denotes the empty word, $\Sigma^*$ is the set of all finite words over $\Sigma$, and $\Sigma^\omega$ is the set of all infinite words over $\Sigma$. We denote a finite (resp. infinite) word over some alphabet $\Sigma$ by $w = a_0 \cdots a_{n-1}$ (resp. $w = a_0a_1\cdots$), where $a_i \in \Sigma$ for all $0 \leq i \leq n - 1$ (resp. for all $i \geq 0$). Consider, for example, the alphabet $\Sigma = \{a, b, c\}$. Then $cb, aabbcc \in \Sigma^*$, and $abbb \cdots = ab\omega, abcabc \cdots = (abc)^\omega \in \Sigma^\omega$, where $u^\omega$ denotes the infinite repetition of finite word $u$. It is sometimes convenient to consider $\epsilon$ to be a special symbol, not in $\Sigma$. Then, given a word $w$ over $\Sigma \cup \{\epsilon\}$, the $\epsilon$-elimination of $w$ is the new word $w'$ obtained by removing from $w$ all $\epsilon$ symbols, so that $w'$ is a word over $\Sigma$. For example, if $w = a\epsilon\epsilon\epsilon\epsilon c$ then its $\epsilon$-elimination is $w' = abc$.

Languages

A $*$-language (star language) $L$ on $\Sigma$ is a set of finite words, subset of $\Sigma^*$, i.e., $L \subseteq \Sigma^*$, and an $\omega$-language (omega language) $L$ on $\Sigma$ is a set of infinite words, subset of $\Sigma^\omega$, i.e., $L \subseteq \Sigma^\omega$. For example, consider the alphabet $\Sigma = \{a, b\}$. Then, $L_1 = a^*b^* \subseteq \Sigma^*$ is a star language and $L_2 = a^*(ba)^\omega \subseteq \Sigma^\omega$ is an omega language, where $u^*$ denotes a finite number of zero or more repetitions of finite word $u$.

Complexity classes

We use $P, NP, PSPACE$, etc. for the standard complexity classes [21].

3.1. Automata

3.1.1. Nondeterministic Büchi automata

A nondeterministic Büchi automaton (NBA for short) over a finite alphabet $\Sigma$, is a tuple $A = (Q, \Sigma, Q_0, \Delta, F)$, where $Q$ is the finite set of states, $\Sigma$ is the alphabet, $Q_0 \subseteq Q$ is the set of initial states, $\Delta \subseteq Q \times \Sigma \times Q$ is the transition function, and $F \subseteq Q$ is the set of final states. When $(q, a, q') \in \Delta$, we write $q \xrightarrow{a} q'$. A run $P_w$ of $A$ over an infinite word $w = a_0a_1\cdots \in \Sigma^\omega$ is an infinite sequence $P_w: (q_0, a_0, q_1)(q_1, a_1, q_2)\cdots$ such that $q_0 \in Q_0$ is an initial state and $(q_i, a_i, q_{i+1}) \in \Delta$ for every $i \geq 0$. For every run $P_w$ of $A$ over an infinite word $w \in \Sigma^\omega$ we denote with $\text{Inf}(P_w)$ the set of states occurring an infinite number of times along $P_w$. Then, a run $P_w$ of $A$ over $w \in \Sigma^\omega$ is called accepting if $\text{Inf}(P_w) \cap F \neq \emptyset$. An infinite word $w \in \Sigma^\omega$ is accepted by $A$ if there is an accepting run $P_w$ of $A$ over $w$. The language accepted by $A$, written $L(A)$, is the omega language containing the set of all infinite words accepted by $A$: $L(A) = \{w \in \Sigma^\omega \mid \exists$ infinite accepting run $P_w$ of $A$ over $w\}$. A language $L$ is called $\omega$-regular if there exists a Büchi automaton $A$ over $\Sigma$ accepting $L$, i.e., $L = L(A)$.

3.1.2. Closure properties of NBA under union and intersection

Next, we recall the closure of NBA under union and intersection. The latter result is necessary for the application of the theory presented in Section 5.

Lemma 1. [37] Let $A_1 = (Q_1, \Sigma, Q_{0_1}, \Delta_1, F_1)$ and $A_2 = (Q_2, \Sigma, Q_{0_2}, \Delta_2, F_2)$ be two NBA. Let $A_1 \cup A_2 = (Q_1 \cup Q_2, \Sigma, Q_{0_1} \cup Q_{0_2}, \Delta, F_1 \cup F_2)$ where $\Delta = \{(q, \sigma, q') \mid (q, \sigma, q') \in \Delta_1 \text{ or } (q, \sigma, q') \in \Delta_2\}$. Then, $L(A_1 \cup A_2) = L(A_1) \cup L(A_2)$.

Lemma 2. [37] Let $A_1 = (Q_1, \Sigma, Q_{0_1}, \Delta_1, F_1)$ and $A_2 = (Q_2, \Sigma, Q_{0_2}, \Delta_2, F_2)$ be two NBA. Let $A_1 \otimes A_2 = (Q_1 \times Q_2 \times \{0, 1\}, \Sigma, Q_{0_1} \times Q_{0_2} \times \{1\}, \Delta, Q_1 \times F_2 \times \{2\})$ where $\Delta = \{((q_1, q_2, 1), \sigma, (q_1', q_2', 2)) \mid (q_1, \sigma, q_1') \in \Delta_1 \text{ and } (q_2, \sigma, q_2') \in \Delta_2 \text{ and if } q_1 \in F_1 \text{ then } j = 2 \text{ else } j = 1\} \cup \{((q_1, q_2, 2), \sigma, (q_1', q_2', j)) \mid (q_1, \sigma, q_1') \in \Delta_1 \text{ and } (q_2, \sigma, q_2') \in \Delta_2 \text{ and if } q_2 \in F_2 \text{ then } j = 1, \text{ else } j = 2\}$. Then, $L(A_1 \otimes A_2) = L(A_1) \cap L(A_2)$.

3.1.3. Nondeterministic Büchi automata with epsilon transitions

In Section 5 we study problems that necessitate both the use of a variant of NBA with “silent” or $\epsilon$-transitions and the elimination of such transitions with the aim of obtaining a standard NBA accepting an equivalent language. Although the elimination of $\epsilon$-transitions is standard for finite automata over finite words [15], we have not managed to find a published procedure to eliminate $\epsilon$-transitions in NBA. Therefore we propose such a procedure here.

An NBA with $\epsilon$-transitions over alphabet $\Sigma$ is an NBA over $\Sigma \cup \{\epsilon\}$, where $\epsilon$ is the empty-word symbol, assumed to be not in $\Sigma$. That is, an NBA with $\epsilon$-transitions is a tuple $A = (Q, \Sigma \cup \{\epsilon\}, Q_0, \Delta, F)$, where $\Delta \subseteq Q \times (\Sigma \cup \{\epsilon\}) \times Q$, with $\epsilon \notin \Sigma$. $A$ can have transitions of two kinds: either of the form $(q, a, q')$, where $a \in \Sigma$, or $(q, \epsilon, q')$. The latter is an $\epsilon$-transition. Such transitions do not “add letters” to the word accepted by the automaton. Formally, consider an infinite word $w = x_0x_1\cdots$ over $\Sigma \cup \{\epsilon\}$. That is, every $x_i$ can be either a symbol in $\Sigma$, or $\epsilon$. A run $P_w$ of $A$ over $w$ is an infinite sequence of transitions
Theorem 1. \( L(A) = L(A') \).

Proof. Let \( w \in L(A') \) and consider an accepting run \( P_w' = (q_0, a_0, q_1)(q_1, a_1, q_2) \cdots \) of \( A' \) over \( w \). By construction of \( A' \), for every \( i \geq 0 \), there exist states \( \tilde{q}_i \) and \( \bar{q}_i \) such that \( q_i \xrightarrow{w} \tilde{q}_i, a_i \tilde{q}_i \bar{q}_i, \) and \( \bar{q}_i \xrightarrow{w} q_{i+1} \) are transitions and runs of \( \Delta \). We construct a run \( P_w \) of \( A \) over \( w \) such that for every \( i \geq 0 \), the transition \( (q_i, a_i, q_{i+1}) \) of \( P_w \) is replaced with the finite subrun \( q_i \xrightarrow{w} \tilde{q}_i, a_i \tilde{q}_i \bar{q}_i, \bar{q}_i \xrightarrow{w} q_{i+1} \). Every state visited infinitely often in \( P_w' \) is also visited infinitely often in \( P_w \). Specifically, every accepting state visited infinitely often in \( P_w' \) is also visited infinitely often in \( P_w \). Therefore, and since \( P_w' \) is an accepting run of \( A' \), \( P_w \) is an accepting run of \( A \). Hence, \( w \in L(A) \).

Conversely, let \( w \in L(A) \). Note that \( w \) is by definition an infinite word in \( \Sigma^\omega \). Let \( w = a_0a_1 \cdots \), with \( a_i \in \Sigma \) for all \( i \geq 0 \). Consider an accepting run \( P_w \) of \( A \) over \( w \). \( P_w \) must be comprised of segments of the form

\[
P_w = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \cdots q_i \xrightarrow{a_i} q_{i+1} \cdots
\]

Let \( Q_i \) be the set of states appearing in \( q_i \xrightarrow{w} \bar{q}_i \) and notice that

\[
P_w' = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \cdots q_i \xrightarrow{a_i} q_{i+1} \cdots
\]

is a run of \( A' \) over \( w \), when \( q'_i \in Q_i \) for all \( i > 0 \), no matter how the \( q'_i \) are chosen, because:

for all \( i \geq 0, q'_i \xrightarrow{w} q_i \xrightarrow{a_i} q_{i+1} \xrightarrow{a_i} q_{i+1} \in \Delta, \) so \( q'_i \xrightarrow{a_i} q_{i+1} \) in \( \Delta' \) (where \( q'_0 = q_0 \)).

Since \( P_w \) is accepting, there exists some final state, say \( q \), that appears infinitely often in \( P_w \), i.e., \( q \) is an element of \( Q_i \) for infinitely many \( i \). Hence, \( P_w' \) is also an accepting run of \( A' \) over \( w \), if we define \( q'_i \), for \( i > 0 \), as follows: \( q'_i = q \) when \( q \in Q_i \) and \( q'_i = q_i \) otherwise. Since \( q \) appears in infinitely many \( Q_i \), it appears infinitely often in \( P_w' \) and we established above that \( P_w' \) is an \( A' \) over \( w \), so it is also an accepting run, i.e., \( w \in L(A') \). \( \Box \)

Theorem 2. Given an NBA with \( \epsilon \)-transitions \( A = (Q, \Sigma \cup \{\epsilon\}, Q_0, \Delta, F) \) we can construct an equivalent NBA \( A' \) without \( \epsilon \)-transitions in \( O(|Q|^3 + |\Sigma| \cdot |Q|^2) \) time and \( O(|\Sigma| \cdot |Q|^2) \) space. Thus, the problem of transforming an NBA with \( \epsilon \)-transitions into an equivalent NBA without \( \epsilon \)-transitions is in \( P \).

Proof. Let \( A' = (Q, \Sigma, Q_0, \Delta', F) \) where \( \Delta' = \{(q, a, q') \mid a \in \Sigma \land \exists q_1, q_2 \in Q : q \xrightarrow{a} q_1 \xrightarrow{q_2} q' \} \). The transitive closure of epsilon transitions in \( A \) can be determined by Warshall’s algorithm [40], which has run time complexity \( O(|Q|^3) \). Then, constructing the NBA \( A' \) takes at most \( |\Sigma| \cdot |Q|^2 \) steps. Therefore, the construction of \( A' \) requires \( O(|Q|^3 + |\Sigma| \cdot |Q|^2) \) time. Since \( A' \) has the same set of states \( Q \) as the original NBA \( A \), we have that \( A' \) has at most \( |\Sigma| \cdot |Q|^2 \) transitions, i.e., requires \( O(|\Sigma| \cdot |Q|^2) \) space. \( \Box \)

Example 1. Consider the NBA \( A \) with \( \epsilon \)-transitions over \( \Sigma = \{b, c\} \), shown in the left part of Fig. 1. Eliminating \( \epsilon \)-transitions from \( A \) results in the equivalent NBA \( A' \) shown in the right part of Fig. 1.

3.2. Symbolic transition systems

We consider finite state transition systems described symbolically, as in [33]. The state space of a transition system is described by a (finite) set of boolean variables \( X \), resulting in \( 2^n \) states where \( n = |X| \), and a state \( s \) over \( X \) is a function \( s : X \rightarrow \mathbb{B} \). A behavior over \( X \) is an infinite sequence of states over \( X, \sigma = s_0s_1 \cdots \), where \( s_i \) is the state at position \( i \). We
denote with $U(X)$ the set of all possible behaviors over $X$. Semantically, a transition system $S$ over the state space $X$ is a set of behaviors over $X$, i.e., $S \subseteq U(X)$.

To represent transition systems syntactically, we use a finite-state symbolic representation. In the sequel we use the term symbolic transition system to distinguish the syntactic object defined below, from the semantic object (set of behaviors). Notation-wise, semantic transition systems are denoted by $S$ and symbolic transition systems are denoted by $\hat{S}$. Note that our transition systems have no notion of accepting conditions. Throughout this paper, we are interested only in the infinite behaviors generated by those systems (as these have good closure properties after periodic sampling), and hence behaviors that deadlock (i.e., finite ones) are neglected.

As in [33,32], we consider symbolic transition systems of two kinds: first, fully-observable systems where all variables are observable; second, non-fully-observable systems which also have internal, unobservable variables. The latter are introduced because fully observable systems are not always closed under operations such as union [33]. As it turns out, fully-observable systems are also not generally closed under the various abstraction functions (or their inverses) considered in this paper.

### 3.2.1. Fully-observable symbolic transition systems

A fully-observable symbolic transition system (FOS for short) is a triple $S = (X, \theta, \phi)$ where $X$ is the finite set of boolean variables, $\theta$ is a boolean expression over $X$ characterizing the set of all initial states, and $\phi$ is a boolean expression over $X \times X'$, where $X' = \{x' \mid x \in X\}$ is the set of next state variables. $\phi$ captures the transition relation: it characterizes pairs of states $(s, s')$ representing a transition from $s$ to $s'$. We write $\theta(s)$ to denote that $s$ satisfies $\theta$. We write $\phi(s, s')$ to denote that the pair $(s, s')$ satisfies $\phi$, i.e., that there is a transition from $s$ to $s'$.

A behavior of a FOS $(X, \theta, \phi)$ is an infinite sequence of states over $X$, $\sigma = s_0s_1\cdots$, such that $\sigma$ can be generated by the FOS, i.e., such that $\theta(s_0) \land \forall i: \phi(s_i, s_{i+1})$. We denote by $[S]$ the set of all behaviors of $S$.

### 3.2.2. Non-fully-observable symbolic transition systems

Fully-observable systems can be extended with a set of internal, unobservable state variables. Before describing how these are used, we introduce the notion of a hiding function.

Consider a state $s$ over the set of variables $X$ and a subset $Y \subseteq X$. The hiding function $h_Y$ projects $s$ onto the set of variables $Y$, hence $h_Y(s)$ hides from $s$ all variables in $X \setminus Y$. Then $h_Y(s)$ is defined to be the new state $s'$, that is, $s' : Y \rightarrow \mathbb{B}$ such that $s'(x) = s(x)$ for every $x \in Y$. We extend hiding to behaviors and systems in the standard way. If $\sigma = s_0s_1\cdots$ is a behavior over $X$, then $h_Y(\sigma)$ is a behavior over $Y$ defined by $h_Y(\sigma) = h_Y(s_0)h_Y(s_1)\cdots$. If $S$ is a transition system over $X$ and $Y \subseteq X$, then $h_Y(S) = \{h_Y(\sigma) \mid \sigma \in S \}$.

Formally, a non-fully-observable symbolic transition system (nFOS for short) is a tuple $S = (X, Z, \theta, \phi)$ where $X, Z$ are disjoint finite sets of variables such that $X$ describes the set of observable variables, and $Z$ the set of internal (unobservable) variables. The initial condition $\theta$ is a boolean expression over $X \cup Z$, and the transition relation $\phi$ is a boolean expression over $X \cup Z \cup X' \cup Z'$. A behavior of an nFOS $S = (X, Z, \theta, \phi)$ is an infinite sequence of states over $X \cup Z$ which can be generated by $S$, in the same manner as with behaviors generated by a FOS. The observable behavior of a behavior $\sigma$ over $X \cup Z$ is the behavior $h_X(\sigma)$ over $X$. In what follows we denote by $[S]$ the set of all behaviors of $S$ (over $X \cup Z$), and by $[S]$ the set of its observable behaviors (over $X$). If $S$ has no internal variables, i.e., if $Z = \emptyset$, then $S$ is a FOS and we have $[S] = [S]$.

### 3.2.3. Closure and non-closure properties of FOSs and nFOSs under union and intersection

In the sequel, we recall the closure and non-closure properties of FOSs and nFOSs with respect to the operations of union and intersection, studied in [33,32]. Some of these properties will be used in Section 6.

**Lemma 3.** [33,32] Fully-observable systems over a set of variables $X$ are not closed under union, i.e., there exist $S_1 = (X, \theta_1, \phi_1)$ and $S_2 = (X, \theta_2, \phi_2)$ such that there is no $S = (X, \theta, \phi)$ such that $[S] = [S_1] \cup [S_2]$.

**Lemma 4.** [33,32] Let $S_1 = (X, \theta_1, \phi_1)$ and $S_2 = (X, \theta_2, \phi_2)$ be two FOSSs and let $S_1 \otimes S_2 = (X, \theta_1 \land \theta_2, \phi_1 \land \phi_2)$. Then, $[S_1 \otimes S_2] = [S_1] \cap [S_2]$.

---

Our syntactic representation is finite state, and therefore it cannot capture all possible semantic transition systems, since there are infinite sets that cannot be represented in a finite way.
Lemma 5. [33,32] Let $S_1 = (X, Z_1, \theta_1, \phi_1)$ and $S_2 = (X, Z_2, \theta_2, \phi_2)$ be nFOSs, such that $Z_1 \cap Z_2 = \emptyset$. Let $z$ be a fresh variable not in $X \cup Z_1 \cup Z_2$. Let: $S_1 \otimes S_2 = (X, Z_1 \cup Z_2, \theta_1 \land \theta_2, \phi_1 \land \phi_2)$ and $S_1 \oplus S_2 = (X, Z_1 \cup Z_2 \cup \{z\}, \theta_1 \lor z \lor (\theta_2 \land \neg z), (z \land \phi_1 \land \phi_2) \land \neg z)$. Then, $[S_1 \otimes S_2]_0 = [S_1]_0 \cap [S_2]_0$ and $[S_1 \oplus S_2]_0 = [S_1]_0 \cup [S_2]_0$.

3.2.4. Transformation of nFOSs to Büchi automata

As shown in Section 6.4, we can reduce view consistency problems for nFOSs to checking view consistency for Büchi automata. In order to achieve this, we need to be able to convert an nFOS to a Büchi automaton. In the sequel we show how we can obtain such a transformation from nFOSs to NBA.

Consider an nFOS $S = (X, Z, \theta, \phi)$. We want to construct an NBA $A^S$, such that $[S]_0 = L(A^S)$. We define $A^S = (Q, \Sigma, Q_0, \Delta, F)$ such that $Q$ is the set of functions from $X \cup Z$ to $\mathbb{B}$, $\Sigma$ is the set of functions from $X$ to $\mathbb{B}$, $Q_0 = \{q \in Q \mid \theta(q)\}$, $F = Q$, and the transition function $\Delta \subseteq Q \times \Sigma \times Q$ is defined by $\Delta = \{(q, a, q') \mid \phi(q, q') \land a = h_x(q)\}$. The idea of the transformation is that a transition $(q, a, q')$ in $S$ is mapped into a transition $(q, a, q')$ in $A^S$ where $a$ is the observable part of the state $q$.

Theorem 3. Let $S$ and $A^S$ be as above. Then: (1) The observable behaviors of $S$ coincide with the language of $A^S$, i.e., $[S]_0 = L(A^S)$. (2) The problem of constructing NBA $A^S$ from nFOS $S$ such that $[S]_0 = L(A^S)$, is in EXPTIME.

Proof. First we prove part (1), namely that $[S]_0 = L(A^S)$. Let $\sigma = s_0s_1 \cdots \in [S]_0$. Then there exists some behavior $\sigma' = s_0', s_1', \ldots \in [S]$ such that $h_x(\sigma') = \sigma$. Moreover, $\theta(s_0')$ and $\phi(s_i', s_{i+1})$ for $i \geq 0$, and by definition of $A^S$, we get that $s_0' \in Q_0$ and $(s_i', a_i, s_{i+1}) \in \Delta$ where $a_i = h_x(s_i')$, i.e., $a_i = s_i$ for $i \geq 0$. Then, we define the path $P_\sigma$ of $A^S$ over $\sigma$ by $P_\sigma = (s_0', s_0, s_1') \cdots$, which is moreover accepting because by construction of $A^S$, $s_i' \in F$ for every $i \geq 0$. Hence, $\sigma \in L(A^S)$ and $[S]_0 = L(A^S)$.

Conversely, we define a path $w = a_0a_1 \cdots \in L(A^S)$ and consider the accepting path $P_\sigma = (q_0, a_0, q_1)(q_1, a_1, q_2) \cdots$ of $A^S$ over $w$, where $q_i \in F$ for every $i \geq 0$. By definition of $A$, the following conditions hold: (i) $\theta(q_0)$ because $q_0 \in Q_0$; (ii) $\phi(q_1, q_{i+1})$ and (iii) $h_x(q_i) = a_i$, because $(q_i, a_i, q_{i+1}) \in \Delta$ for $i \geq 0$. Then, by (i) and (ii) we get $q_0q_1 \cdots \in [S]$. Therefore, $h_x(q_0q_1 \cdots) \in [S]_0$, which by (iii) implies that $w = a_0a_1 \cdots \in [S]_0$, and we are done.

Next, we consider part (2), the complexity analysis. Let $n = |X| + |Z|$. Let $A^S = (Q, \Sigma, Q_0, \Delta, F)$ be defined according to the construction before Theorem 3. Then, we have that $|Q| = 2^{|X|+|Z|} = 2^{2^n+m}$. Also, the number of transitions in the worst case is $|\Delta| = |Q| \cdot |\Sigma| = 2^{2^n+m}$, because if $\theta = true$, then the system moves from any of the $|Q|$ states to any other state. Therefore, the space complexity of the construction of $A^S$ is $O(2^{2^{2^n+m}})$. This is not surprising, since NBA are explicit-state, whereas nFOSs are symbolic, which can be exponentially more succinct. For the time complexity, we additionally have to account for the time it takes to evaluate $\theta$ and $\phi$ for each valuation of the variables. Given a particular valuation of the variables, it is feasible to evaluate $\theta$ and $\phi$ in time polynomial in their sizes $|\theta|$ and $|\phi|$ and the number of variables $n + m$. Thus, the time complexity of the construction of $A^S$ is $O(2^{2^{2^n+m}} \cdot poly(|\theta|, |\phi|, n + m))$ which is in EXPSPACE.

Example 2. Consider the nFOS $S = (X = \{x_1, x_2\}, Z = \{z\}, \theta, \phi)$, where $\theta$ and $\phi$ are defined as shown in Fig. 2 (left). Then, the NBA $A^S$ which corresponds to nFOS $S$, is shown in the right part of Fig. 2. We have that $[S]_0 = L(A^S)$.

3.2.5. Equivalence checking of nFOSs

In order to solve the view consistency problem for symbolic transition systems we need to be able to check equivalence of nFOS systems w.r.t. their observable behaviors. In the sequel, we provide a theorem which proves that the equivalence problem of nFOS systems w.r.t. their observable behaviors is decidable in EXPSPACE. The subsequent material is used in Section 6.

Theorem 4. Given nFOS systems $S_1 = (X, Z_1, \theta_1, \phi_1)$ and $S_2 = (X, Z_2, \theta_2, \phi_2)$, where $Z_1 \cap Z_2 = \emptyset$, checking whether $[S_1]_0 = [S_2]_0$ is in EXPSPACE.
Proof. Consider two nFOS systems $S_i = (X_i, Z_i, \theta_i, \phi_i)$ for $i = 1, 2$. By Theorem 3 we can construct for $S_1$ and $S_2$ the NBA $A^{S_1}$ and $A^{S_2}$, respectively, such that $[S_1]_\alpha = L(A^{S_1}) \Rightarrow [S_2]_\alpha = L(A^{S_2})$. By Theorem 3 we have that the construction of each NBA $A^S$ is in EXPTIME and that the resulting automata are at most exponential in the size of the input nFOS systems. Also the problem of checking $L(A^{S_1}) = L(A^{S_2})$ is an instance of the nondeterministic Buchi automaton (NBA) equivalence problem, which is in PSPACE [35]. Hence, checking whether $S_1$ and $S_2$ are equivalent w.r.t. their observable behaviors, is decidable and is in EXPSPACE. □

Remark 1. The above theorem is a special case of a similar result (Theorem 3.4) studied in [33,32], which compares the observable behaviors of nFOS systems w.r.t. an arbitrary partial order. However, the complexity in Theorem 4 is different from the PSPACE result proved in Theorem 3.4 of [32]. In the latter, the complexity is computed in terms of explicit-state representation of the systems rather than in terms of the size of their symbolic representation. On the other hand, Theorem 4 uses the symbolic representation of nFOS systems, which can be exponentially more succinct. This justifies the discrepancy between the two complexity results.

4. Multi-view modeling

In this section, we recall the formal multi-view modeling framework proposed in [33] and also followed in the journal version of that paper [32]. We also provide, in Section 4.3, a new result, not contained in [33,32]. This result is a generic theorem providing a necessary and sufficient condition for view consistency independent of the particular instantiation of systems, views, and abstraction functions. The result (Theorem 5) is used in subsequent sections to derive algorithms for checking view consistency in specific instances of the abstract framework.

4.1. Systems, views, and abstraction functions

Following [33], a system is a set of behaviors. The framework is semantic and abstract, in the sense that there is no restriction on the types of behaviors considered. The set of all possible system behaviors is denoted $U$. A system $S$ is a subset of $U$: $S \subseteq U$.

A view is also a set of behaviors, but the view behaviors “live” in a different domain than the system behaviors (cf. examples in [33,32]). Intuitively a view is an incomplete picture of a system, and may therefore be obtained by some kind of abstraction, of the system behaviors. Formally, let $D_i$ denote the $i$-th view domain, i.e., the universe of behaviors of the $i$-th view. A view $V_i$ from the $i$-th viewpoint is a subset of $D_i$: $V_i \subseteq D_i$. The abstraction function corresponding to the $i$-th viewpoint is a function $\alpha_i: U \rightarrow D_i$, for $i = 1, \ldots, n$ and $n \in \mathbb{Z}_{>0}$.

We lift abstraction functions to sets in the usual way: $\alpha_i: 2^U \rightarrow 2^{D_i}$, where for $S \subseteq U$:

$$\alpha_i(S) = \{ \alpha_i(\rho) \mid \rho \in S \}$$

Moreover, we also define the inverse (image) of an abstraction function in the usual way: $\alpha_i^{-1}: 2^{D_i} \rightarrow 2^U$, where for $V \subseteq D_i$:

$$\alpha_i^{-1}(V) = \{ \rho \in U \mid \alpha_i(\rho) \in V \}$$

or equivalently

$$\alpha_i^{-1}(V) = \bigcup \{ S \subseteq U \mid \alpha_i(S) = V \}.$$  

4.2. View consistency

In multi-view modeling, the system $S$ is typically unknown. Instead, only the views are available. Then, the following questions arise: are the views consistent with each other? and what does consistency mean formally? The formal framework developed in [33,32] proposes a versatile definition of view consistency which is parameterized by a notion of conformance. In the strictest case, conformance is modeled by equality. For simplicity, we only consider this strict notion of view consistency, w.r.t. $=,$ in this paper. Formally, a set of views $V_1, \ldots, V_n$ over view domains $D_1, \ldots, D_n$, are consistent with respect to a set of abstraction functions $\alpha_1, \ldots, \alpha_n$, if there exists a system $S$ over $U$ so that $V_i = \alpha_i(S)$, for all $i = 1, \ldots, n$. We call such a system $S$ a witness to the consistency of $V_1, \ldots, V_n$. If there is no such system, then we conclude that the views are inconsistent. For the special case where $n = 1$ (i.e., when we have just one view $V_1$) we say that $S$ is a witness to the lonely consistency of $V_1$.

The proof of the following lemma is straightforward and is omitted.

Lemma 6 (Monotonicity of abstraction functions and their inverses). Let $\alpha_i$ be an abstraction function, and let $\alpha_i^{-1}$ be its inverse. We have: (1) If $S \subseteq S'$ then $\alpha_i(S) \subseteq \alpha_i(S')$. (2) If $V \subseteq V'$ then $\alpha_i^{-1}(V) \subseteq \alpha_i^{-1}(V')$. (3) $\alpha_i^{-1}(\alpha_i(S)) \supseteq S$. (4) $\alpha_i(\alpha_i^{-1}(V)) = V$. 

---

4 There is no a priori relation between the system domain $U$ and the view domain $D_i$. 

---
4.3. The canonical witness system candidate and its use in a necessary and sufficient condition for view consistency

Given views $V_1, \ldots, V_n$ and the corresponding abstraction functions $\alpha_1, \ldots, \alpha_n$, we define the following system, called the canonical witness system candidate, and denoted by $S^\#$:

$$S^# = \bigcap_{i=1}^{n} \alpha_i^{-1}(V_i)$$

(1)

Note that $\alpha_i^{-1}(V_i) \subseteq U$, for all $i$, therefore also $S^# \subseteq U$, which means that $S^#$ is indeed a system (i.e., a set of behaviors in $U$).

**Theorem 5.** $V_1, \ldots, V_n$ are consistent iff for all $i = 1, \ldots, n$, $\alpha_i(S^#) = V_i$.

**Proof.** If part: If for all $i = 1, \ldots, n$, $\alpha_i(S^#) = V_i$ then $S^#$ is a valid witness system, and therefore by definition the views are consistent.

Only if part: Suppose that the views are consistent. So there exists a witness system $S$. We need to show that $S^#$ is also a valid witness. Pick an index $i$ in the range $1, \ldots, n$. We know that $\alpha_i(S) = V_i$. By Lemma 6, $\alpha_i^{-1}(\alpha_i(S)) \supseteq S$. Therefore, $S \subseteq \alpha_i^{-1}(V_i)$. Since this holds for all $i = 1, \ldots, n$, we also have $S \subseteq \bigcap_{i=1}^{n} \alpha_i^{-1}(V_i)$, i.e., $S \subseteq S^#$. By Lemma 6, $\alpha_i(S) \subseteq \alpha_i(S^#)$, i.e., $V_i \subseteq \alpha_i(S^#)$, for all $i = 1, \ldots, n$. To show that $S^#$ is a valid witness, it remains to show that also $V_i \supseteq \alpha_i(S^#)$, for all $i = 1, \ldots, n$. Pick an index $i$ in the range $1, \ldots, n$. By definition of $S^#$, we have $S^# = \bigcap_{i=1}^{n} \alpha_i^{-1}(V_i) \subseteq \alpha_i^{-1}(V_i)$. By Lemma 6, $\alpha_i(S^#) \subseteq \alpha_i(\alpha_i^{-1}(V_i))$, and by Lemma 6, $\alpha_i(S^#) \subseteq V_i$. □

**Remark 2.** In the proof of Theorem 5 it is shown that $S^# \supseteq S$ for any other witness $S$. This means that the canonical witness $S^#$ is the most general witness (i.e., the greatest w.r.t. the subset order).

Theorem 5 suggests the following generic algorithm to check the consistency of multiple views:

1. Compute the canonical witness system candidate $S^#$. This in itself involves computing the inverse abstractions $\alpha_i^{-1}(V_i)$ and then calculating their intersection.
2. Compute the abstractions $\alpha_i(S^#)$ of $S^#$, and check whether they are equal to the corresponding views $V_i$.

In Sections 5 and 6 we show how to instantiate this generic algorithm for systems and views represented by Büchi automata and symbolic transition systems, respectively, where abstraction functions perform periodic sampling.

**Remark 3.** Note that when $n = 1$, the single view $V_1 \subseteq D_1$ is always consistent to itself provided that $\alpha_1^{-1}(V_1)$ exists. Indeed, in that case the canonical witness is $S^# = \alpha_1^{-1}(V_1)$.

5. Multi-view consistency of Büchi automata w.r.t. periodic sampling

In this section we instantiate the multi-view modeling framework to the case where systems and views are described by Büchi automata, and where abstraction functions perform periodic sampling. We show how the multi-view consistency problem can be solved in this setting by applying Theorem 5. This involves showing how to implement on Büchi automata the various operations needed to compute the canonical witness system candidate from (1) and check that its forward periodic sampling equals each corresponding view.

5.1. Periodic sampling of infinite words and languages

A period is any $T \in \mathbb{N}_{>0}$. We define the periodic sampling of an infinite word so that one out of every $T$ letters of the word is selected and the rest are discarded. For simplicity, we assume that there is no initial offset, i.e., the periodic sampling starts at position 0. Let $w = a_0a_1a_2 \cdots \in \Sigma^\omega$ be an infinite word, with $a_i \in \Sigma$, for all $i \geq 0$. Let $w(i)$ denote $a_i$. We define the periodic sampling abstraction function w.r.t. $T$, $\alpha_T : \Sigma^\omega \to \Sigma^\omega$, where for given word $w \in \Sigma^\omega$, $\alpha_T(w)$ is the word $w' \in \Sigma^\omega$ such that $w'(i) = w(i \cdot T)$. For instance, if $T = 2$ and $w = a_0a_1a_2 \cdots$, then $w' = a_0a_2a_4 \cdots$. We “lift” $\alpha_T$ to sets of words in the usual way. If $L \subseteq \Sigma^\omega$ is a set of words, then $\alpha_T(L) = \{ \alpha_T(w) \mid w \in L \}$. In what follows we refer to periodic sampling abstraction functions simply by periodic sampling. Note that $\alpha_T$ is an abstraction function from system domain $U = \Sigma^\omega$ to view domain $D = \Sigma^\omega$.

The inverse abstraction function, which we will call inverse periodic sampling, is the function $\alpha_T^{-1} : 2^{\Sigma^\omega} \to 2^{\Sigma^\omega}$, defined as explained in Section 4.1, namely: $\alpha_T^{-1}(L) = \{ w \in \Sigma^\omega \mid \alpha_T(w) \in L \}$.
5.2. Periodic sampling of Büchi automata

Given a Büchi automaton (without ε-transitions) \( A \), and a period \( T \), we want to construct a new Büchi automaton (without ε-transitions) denoted \( \alpha_T(A) \), such that \( L(\alpha_T(A)) = \alpha_T(L(A)) \). We will show that such a construction indeed exists, which proves that Büchi automata (or equivalently, ω-regular languages) are closed under (forward) periodic sampling. We assume \( T \geq 2 \) (if \( T = 1 \) then \( \alpha_T(A) \) is identical to \( A \)).

Let \( A = (Q, \Sigma, Q_0, \Delta, F) \). We first define \( A^\epsilon \), which is a Büchi automaton with ε-transitions:

\[
A^\epsilon = (Q \times \{0, \ldots, T - 1\}, \Sigma \cup \{\epsilon\}, Q_0 \times \{0\}, \Delta', F \times \{0, \ldots, T - 1\})
\]

where

\[
\Delta' = \{(q, 0), a, (q', 1) \mid (q, a, q') \in \Delta\}
\]

\[
\cup \{(q, i), \epsilon, (q', i + 1) \mid 1 \leq i < T - 1 \text{ and } (q, a, q') \in \Delta\}
\]

\[
\cup \{(q, T - 1), \epsilon, (q', 0) \mid (q, a, q') \in \Delta\}.
\]

The idea behind \( A^\epsilon \) is that states are augmented with a modulo-\( T \) counter and only the letters on transitions from 0 to 1 are kept. On the remaining transitions, the letters are “hidden”, i.e., replaced by \( \epsilon \).

Next, we transform \( A^\epsilon \) into \( \alpha_T(A) \) by eliminating from \( A^\epsilon \) all its ε-transitions, as explained in Section 3.1.4.

**Example 3.** Consider the NBA \( A \) over \( \Sigma = \{a, b\} \), shown in the top-left part of Fig. 3. Applying periodic sampling on \( A \) with period \( T = 2 \) we obtain the automaton \( A^\epsilon \) shown in the top-right part of Fig. 3. Removing the epsilon transitions from the latter, we obtain the automaton \( \alpha_T(A) \) at the bottom of Fig. 3.

Theorem 6 that follows shows that the language of \( \alpha_T(A) \) coincides with the periodic sampling with period \( T \) of the language of \( A \).

**Theorem 6.** \( L(\alpha_T(A)) = \alpha_T(L(A)) \).

**Proof.** Let \( w = a_0a_1 \cdots \in \alpha_T(L(A)) \). Then, there exists some word \( w' = a'_0a'_1 \cdots \in L(A) \) such that \( \alpha_T(w') = w \), i.e., \( a'_i = a_i \) for all \( i \geq 0 \). By Theorem 1, \( L(\alpha_T(A)) = L(A^\epsilon) \), where \( A^\epsilon \) is the intermediate automaton with ε-transitions built during the construction of \( \alpha_T(A) \), as defined in (2) above. Therefore, to show \( w \in L(\alpha_T(A)) \) it suffices to show \( w \in L(A^\epsilon) \). For this, and since \( w' \in L(A) \), consider an infinite accepting run \( P_w = q_0 \xrightarrow{a'_0} q_1 \xrightarrow{a'_1} q_2 \cdots q_{T - 1} \xrightarrow{a'_{T - 1}} q_T \xrightarrow{a'_1} q_{T + 1} \cdots \) of \( A \) over \( w' \).

Define \( P_w = (q_0, 0) \xrightarrow{a'_0} (q_1, 1) \xrightarrow{\epsilon} (q_2, 2) \cdots (q_{T - 1}, T - 1) \xrightarrow{\epsilon} (q_T, 0) \xrightarrow{a'_1} (q_{T + 1}, 1) \cdots \). Observe that, by definition of \( A^\epsilon \), \( P_w \) is an accepting run of \( A^\epsilon \) over \( w \), and hence \( w \in L(A^\epsilon) \).

Conversely, let \( w = a_0a_1 \cdots \in L(\alpha_T(A)) \). By Theorem 1, \( L(\alpha_T(A)) = L(\alpha_T(A)) \), and hence \( w \in L(A^\epsilon) \). By construction of \( A^\epsilon \), there exists an accepting run \( P_w \) of \( A^\epsilon \) over \( w \), such that \( P_w = (q_0, 0) \xrightarrow{a_0} (q_1, 1) \xrightarrow{\epsilon} (q_2, 2) \cdots (q_{T - 1}, T - 1) \xrightarrow{\epsilon} (q_T, 0) \xrightarrow{a_1} (q_{T + 1}, 1) \cdots \). By construction of \( A^\epsilon \), this means that \( A \) has an accepting run \( P_w = q_0 \xrightarrow{a_0} q_1 \xrightarrow{b_1} q_2 \xrightarrow{a_2} \cdots q_{T - 1} \xrightarrow{b_{T - 1}} q_T \xrightarrow{a_1} q_{T + 1} \cdots \) over \( w' = a_0b_1 \cdots b_{T - 1}a_1 \cdots \). Therefore, \( w' \in L(A) \). Observe that \( w = \alpha_T(w') \). Therefore, \( w \in \alpha_T(L(A)) \) and the proof is complete. \( \square \)
Theorem 7. Given a NBA $A = (Q, \Sigma, Q_0, \Delta, F)$ we can construct: (1) the NBA $A^e$ described above in $O(T \cdot (|Q| + |\Delta|))$ time and space; (2) the NBA $a_T(A)$ in $O(T^3 \cdot |Q|^3 + |\Sigma| \cdot T^2 \cdot |Q|^2)$ time and $O(|\Sigma| \cdot T^2 \cdot |Q|^2)$ space.

Proof. Part (1): Let $A^e = (Q', \Sigma', Q'_0, \Delta', F')$ be constructed according to Section 5.2. Then, we have that $|Q'| = T \cdot |Q|$, $|\Sigma'| = |\Sigma| + 1$, and $|\Delta'| = T \cdot |\Delta|$. Therefore, constructing $A^e$ requires $O(T \cdot (|Q| + |\Delta|))$ time and space.

Part (2): The NBA $A$ has at most $|\Delta| = |\Sigma| \cdot |Q|^2$ transitions. By part (1) of the current proof, the automaton $A^e$ has $|Q'| = T \cdot |Q|$ states and $|\Delta'| = T \cdot |\Delta| \leq T \cdot |\Sigma| \cdot |Q|^2$ transitions. Following the construction in Section 3.1.4, we derive the NBA $a_T(A) = (Q', \Sigma, Q_0, \Delta', F')$. Then, the number of the transitions in $a_T(A)$ is at most $|\Delta''| = |\Sigma| \cdot (T \cdot |Q|)^2$. Hence, the construction of $a_T(A)$ requires $T \cdot |Q| + T \cdot |\Sigma| \cdot |Q|^2 + |\Sigma| \cdot T^2 \cdot |Q|^2$ space, and hence the space complexity is $O(|\Sigma| \cdot T^2 \cdot |Q|^2)$.

Computing the closure of epsilon transitions in $A^e$ requires, by Warshall's algorithm [40], $O(T^3 \cdot |Q|^3)$ time. Thus, computing $a_T(A)$ requires at most $T^3 \cdot |Q|^3 + T \cdot |\Sigma| \cdot |Q|^2 + |\Sigma| \cdot T^2 \cdot |Q|^2 + T \cdot |Q|$ steps. Therefore, the time complexity is $O(T^3 \cdot |Q|^3 + |\Sigma| \cdot T^2 \cdot |Q|^2)$.

Both the constructions of $A^e$ and $a_T(A)$ are polynomial in the size of the input automata and the value of $T$, but exponential in $T$'s representation. Hence, the problem of constructing $a_T(A)$ is in EXPTIME.

As mentioned earlier, throughout this paper we assume for simplicity that sampling is done with an initial phase/offset of 0. A thorough treatment of the problem for offsets greater than 0 is left for future work. Here, we illustrate by example how some of the results can be easily extended to offsets greater than 0. For example, suppose we want to compute the sampling of the infinite word $ababa \ldots$ with period $T = 2$. If the offset is 0, the result is $aaa \ldots$. If the offset is 1, the result is $bbb \ldots$. Suppose we want to compute the sampling of a Büchi automaton $A$, i.e., of all infinite words accepted by the automaton, w.r.t. some period $T$ and some initial offset $\tau \geq 0$. To do that, we can use the same method presented above for $\tau = 0$, after transforming $A$ into a new automaton $A_\tau$ to take into account the possibly non-zero initial offset. To obtain $A_\tau$ from $A$, we unfold the transitions of $A$ for $\tau$ steps, starting from the initial states of $A$. Then discard the newly unfolded states up to the first $\tau - 1$ steps, and make the new states reached at the $\tau$-th step the new initial states of $A_\tau$. An example of this process applied to the NBA $A$ of the top-left part of Fig. 3 for $\tau = 1$ is shown in Fig. 4.

5.3. Inverse periodic sampling of Büchi automata

Given a Büchi automaton $A$, and a period $T$, we want to construct a new Büchi automaton, which we will denote $\alpha_T^{-1}(A)$, such that $L(\alpha_T^{-1}(A)) = \alpha_T^{-1}(L(A))$. We will show that such a construction indeed exists, which proves that Büchi automata (or equivalently, $\omega$-regular languages) are closed under inverse periodic sampling. We assume $T \geq 2$ (if $T = 1$ then $\alpha_T^{-1}(A)$ is identical to $A$).

Let $A = (Q, \Sigma, Q_0, \Delta, F)$. We define $\alpha_T^{-1}(A)$ to be the following Büchi automaton:

$$\alpha_T^{-1}(A) = (Q \cup Q \times \{1, \ldots, T - 1\}, \Sigma, Q_0, \Delta', F)$$

where

$$\Delta' = \{(q, a, (q', 1)) \mid (q, a, q') \in \Delta\}$$

$$\cup \{(q', i, a, (q', i + 1)) \mid 1 \leq i < T - 1 \text{ and } a \in \Sigma\}$$

$$\cup \{(q', T - 1, a, q') \mid a \in \Sigma\}.$$

The idea behind the construction of $\alpha_T^{-1}(A)$ is to replace each transition $(q, a, q')$ of $A$ by a DAG (directed acyclic graph) starting at $q$ and ending at $q'$. Each run in this DAG starting at $q$ and ending at $q'$ corresponds to a sequence of $T$ transitions, the first of which has the original letter $a$ of the original transition of $A$, while the remaining may have any letter in $\Sigma$ (since that letter will be deleted during sampling). A state of $\alpha_T^{-1}(A)$ can be of two kinds: either an original state $q$ of $A$, or a state of the form $(q', i)$, where $q'$ is a state of $A$ and $i$ is between 1 and $T - 1$ (note that we assume $T \geq 2$, so this range contains at least the number 1). In the latter case, the state $(q', i)$ records the fact that there are $T - i$ steps remaining until the destination state $q'$ is reached.

Example 4. Consider the NBA $A$ over $\Sigma = \{a, b, c, d\}$ shown in the left part of Fig. 5. The inverse periodic sampling of $A$ w.r.t. $T = 3$ is the automaton $\alpha_T^{-1}(A)$ shown to the right part of Fig. 5.
Theorem 8. \( L(\alpha^{-1}_T(A)) = \alpha^{-1}_T(L(A)) \).

**Proof.** Let \( w = a_0a_1 \cdots \in L(\alpha^{-1}_T(A)) \). By definition of \( \alpha^{-1}_T(A) \), an accepting run of \( \alpha^{-1}_T(A) \) over \( w \) must have the form:

\[
P_w = q_0 \xrightarrow{a_0} (q_0, 1) \cdots (q_1, T-1) \xrightarrow{a_{T-1}} q_1 \xrightarrow{a_T} (q_2, 1) \cdots (q_2, T-1) \xrightarrow{a_{2T-1}} q_2 \xrightarrow{a_3} (q_3, 1) \cdots (q_k, T-1) \xrightarrow{a_{kT-1}} q_k \xrightarrow{a_{k+1}} (q_{k+1}, 1) \cdots
\]

Let \( P_w = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \xrightarrow{a_2} \cdots \). By definition of \( \alpha^{-1}_T(A) \), \( P_w \) must be an accepting run of \( A \) over \( w' \), where \( w' = \alpha_{T}(w) \). Therefore, \( \alpha_{T}(w) \in L(A) \), which means that \( w \in \alpha^{-1}_T(L(A)) \).

Conversely, let \( w = a_0a_1 \cdots \in \alpha^{-1}_T(L(A)) \). Then, there exists a word \( w' \in L(A) \) such that \( w' = \alpha_{T}(w) = a_0a_1T \cdots \). Consider an accepting run \( P_w' = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \xrightarrow{a_2} \cdots \). By definition, \( \alpha^{-1}_T(A) \) must have a run \( P_w = q_0 \xrightarrow{a_0} (q_1, 1) \xrightarrow{a_1} (q_2, 1) \cdots \xrightarrow{a_{kT-1}} q_k \xrightarrow{a_{k+1}} \cdots \). Moreover, since \( P_w' \) is accepting, \( P_w \) is also accepting, because all states visited in \( P_w \), namely, \( q_0, q_1, q_2, \ldots \), are also visited in \( P_w \). Thus, \( w \in L(\alpha^{-1}_T(A)) \) and the proof is complete. \( \square \)

**Theorem 9.** Given a NBA \( A = (Q, \Sigma, Q_0, \Delta, F) \) we can construct the NBA \( \alpha^{-1}_T(A) \) in \( O(T \cdot (|Q| + |\Delta|)) \) time and space.

**Proof.** Let \( \alpha^{-1}_T(A) = (Q', \Sigma', Q'_0, \Delta', F') \) be constructed according to Section 5.3. Then, \( |Q'| = |Q \cup Q \times \{1, \ldots, T-1\}| = T \cdot |Q|, |\Sigma'| = |\Sigma|, \) and \( |\Delta'| = |\Delta| \). The latter is obtained by the fact that for every transition in \( A \) we create a DAG of \( T-1 \) transitions in \( \alpha^{-1}_T(A) \). Since \( \alpha^{-1}_T(A) \) has \( T \) times the number of states and transitions of the input automaton \( A \), the construction of the former requires \( O(T \cdot (|Q| + |\Delta|)) \) space and time. \( \square \)

The following is a simple example involving a single view. It is provided to illustrate the difference between an arbitrary witness, and the canonical witness which is the most general, as stated in Remark 2.

**Example 5.** Consider the NBA view \( A \) over the alphabet \( \Sigma = \{a, b\} \), shown to the left of Fig. 6. Note that \( L(A) = \omega^a = \{aaa \cdots\} \). Let \( T = 2 \). Then, a witness to the lonely consistency of \( L(A) \) is \( L(A) \) itself (this is because \( \alpha_{T}(\omega^a) = \omega^a \)). But \( L(A) \) is not the most general witness. The latter is the canonical witness \( L^* = (a \Sigma)_{\omega} \) obtained as the language of the Büchi automata \( A^\# = \alpha^{-1}_T(A) \), shown in Fig. 6. Indeed, applying periodic sampling to \( A^\# \) we derive the automaton \( \alpha_{T}(A^\#) \) shown in the rightmost part of Fig. 6. Then, we get that \( \alpha_{T}(L(A^\#)) = L^\# \), and \( L^\# \subseteq L(A) \).

### 5.4. Checking consistency of Büchi automaton views with respect to periodic sampling

Next we show how we can apply the results of Theorems 5, 6, and 8 to check view consistency in a multi-periodic sampling setting where the views are \( \omega \)-regular languages represented by Büchi automata.

Let \( \Sigma \) be a finite alphabet and let \( L = D_1 = D_2 = \cdots = D_n = \Sigma^n \), for some \( n \geq 1 \). Consider \( n \) \( \omega \)-regular languages over \( \Sigma \), \( L_1, L_2, \ldots, L_n \subseteq \Sigma^\omega \), where each \( L_i \) is represented by a Büchi automaton \( A_i \), so that \( L_i = L(A_i) \), for \( i = 1, \ldots, n \). Let \( T_1, \ldots, T_n \) be \( n \) periods. Then, we consider the following two variants of the consistency problem.
**Problem 1.** Check whether $L_1, \ldots, L_n$ are consistent, i.e., check whether there exists an $\omega$-language $L$ over $\Sigma$, such that $\alpha_T(L) = L_i$ for every $1 \leq i \leq n$.

**Problem 2.** Check whether $L_1, \ldots, L_n$ are consistent with an $\omega$-regular witness, i.e., check whether there exists a Büchi automaton $A$ over $\Sigma$, such that $\alpha_T(L(A)) = L_i$ for every $1 \leq i \leq n$.

The two problems are different a priori, because Problem 1 asks for an arbitrary witness $\omega$-language $L$, not necessarily regular, whereas Problem 2 asks for a regular witness, represented by a Büchi automaton. Obviously a solution to Problem 2 implies a solution to Problem 1. In the result that follows we show that the two problems are indeed equivalent.

**Theorem 10.**

1. There is a solution to Problem 1 if and only if there is a solution to Problem 2.
2. Problems 1 and 2 are decidable.
3. Problems 1 and 2 can be decided in $2 - \text{EXPSPACE}$.

**Proof.** Part 1: If part is trivial. For the only if part, suppose there is a solution for Problem 1, that is, $L_1, \ldots, L_n$ are consistent. Then, by Theorem 5, the $\omega$-language $L^\# = \alpha_T^{-1}(L_1) \cap \cdots \cap \alpha_T^{-1}(L_n)$ is a witness to their consistency. By Theorem 8, $\alpha_T^{-1}(L_i) = \alpha_T^{-1}(L(A_i)) = \alpha_T^{-1}(A_i))$, for $i = 1, \ldots, n$, hence $L^\# = \alpha_T^{-1}(L(A_1)) \cap \cdots \cap \alpha_T^{-1}(A_n))$. By Lemma 2, which can be easily extended to $n$ NBA, there exists a product automaton $A^\# = \alpha_T^{-1}(A_1) \otimes \cdots \otimes \alpha_T^{-1}(A_n)$ such that $L(A^\#) = L(A_1) \cap \cdots \cap L(A_n))$. Therefore, there exists a product automaton $A^\#$ such that $L(A^\#) = L^\#$, and $A^\#$ is a solution to Problem 2.

Part 2: We will only consider Problem 1, since Problems 1 and 2 are equivalent. By Theorem 5, $L_1, \ldots, L_n$ are consistent iff $\alpha_T(L(A^\#)) = L_i$ for every $1 \leq i \leq n$. By Part 1 of the current theorem, $L^\# = L(A^\#)$, hence $L_1, \ldots, L_n$ are consistent iff $\alpha_T(L(A^\#)) = L_i$ for every $1 \leq i \leq n$. By Theorem 6, we have $\alpha_T(L(A^\#)) = L(\alpha_T(A^\#))$, for $i = 1, \ldots, n$. Therefore, $L_1, \ldots, L_n$ are consistent iff for all $i = 1, \ldots, n$, $L(\alpha_T(A^\#)) = L_i$, or equivalently, $L(\alpha_T(A^\#)) = L(A_i)$. The latter equality is a language equivalence problem for Büchi automata, which is decidable [37]. Therefore, the whole process is decidable, by computing inverse periodic sampling, product, forward periodic sampling, and then checking language equivalence on Büchi automata.

Part 3: We will only consider Problem 1, since Problems 1 and 2 are equivalent. By Part 2 of the current theorem, $L_1, \ldots, L_n$ are consistent iff for all $i = 1, \ldots, n$, $L(\alpha_T(A^\#)) = L_i$, or equivalently, $L(\alpha_T(A^\#)) = L(A_i)$. The latter is a language equivalence problem for Büchi automata, for each $1 \leq i \leq n$, which is PSPACE-complete [37]. By Theorem 9 we have that the construction of $A^\#$ is linear in the value of $T_i$ but it is exponential in time and space in the representation of $T_i$, for $1 \leq i \leq n$. Fix an $i$, with $1 \leq i \leq n$. By Theorem 7, the size of $\alpha_T(A^\#)$ is doubly exponential in the representation of $T_i$, and exponential in the representations of all $T_j$ with $j \neq i$, $1 \leq j \leq n$. Hence, checking whether $L_1, \ldots, L_n$ are consistent is decided in $2 - \text{EXPSPACE}$.

5.5. Example: checking consistency of two NBA views

Consider two NBA views $A_1 = ((p_0, p_1), \Sigma, p_0, \Delta_1, p_1)$ and $A_2 = ((q_0, q_1), \Sigma, q_0, \Delta_2, q_0)$, where $\Sigma = \{a, b, c\}$ and $\Delta_i$ are defined as shown in Fig. 7, for $i = 1, 2$. Let $T_1 = 2$ and $T_2 = 3$. We will show that the views $A_1$ and $A_2$ are inconsistent. For this, we construct the canonical witness system candidate $A^\# = a_T^{-1}(A_1) \otimes a_T^{-1}(A_2)$. Then, it suffices to prove that there exists an $i = 1, 2$, such that $L(\alpha_T(A^\#)) \neq L(A_i)$.

We first compute the inverse periodic samplings $\alpha_T^{-1}(A_i)$, for $i = 1, 2$, according to the algorithm described in Section 5.3. The inverse periodic samplings are shown in Fig. 8. For convenience in the product construction that follows, we rename the states of the inverse automata with new labels $x_1, x_2, x_3, y_1, \ldots, y_6$. Next, we compute according to Lemma 2 the product NBA $A^\# = a_T^{-1}(A_1) \otimes a_T^{-1}(A_2)$, shown in Fig. 9.

In order to show inconsistency, we will show that $L(\alpha_T(A^\#)) \neq L(A_2)$. For this, we need to compute $\alpha_T(A^\#)$. We do that using the algorithm described in Section 5.2. First, we construct $A^{\#, \epsilon}$, shown in Fig. 10. $A^{\#, \epsilon}$ is obtained from $A^\#$ by replacing every second and third transition of $A^\#$ with an $\epsilon$ transition, to model sampling with period $T_2 = 3$. Then we remove $\epsilon$ transitions from $A^{\#}, \epsilon$ as explained in Section 3.1.4, to obtain the NBA $A_T(A^\#)$ shown in Fig. 11. In order not to clutter the figure, the letters of (all) outgoing transitions from a state are written below the state's label. For instance, the state $(k_2, 1)$ moves with the letter $b$ to either of states $(k_7, 0)$, $(k_6, 2)$, or $(k_5, 1)$. We observe that all behaviors of $A_T(A^\#)$ are of the form $(a \cup b)ba \ldots$, while all behaviors of $A_2$ are of the form $(a \cup b)bb(a \cup b) \ldots$. Hence, $L(\alpha_T(A^\#))$ is missing all
Fig. 8. NBA $a_T^{-1}(A_1)$ and $a_T^{-1}(A_2)$, where $T_1 = 2$, $T_2 = 3$, and $A_1, A_2$ are the NBA of Fig. 7.

Fig. 9. $A^\# = a_T^{-1}(A_1) \otimes a_T^{-1}(A_2)$.

Fig. 10. NBA with $\epsilon$-transitions $A^\#_\epsilon$ obtained from $A^\#$ of Fig. 9 w.r.t. period $T_2 = 3$.

Fig. 11. $a_T(A^\#)$ where $A^\#$ is the NBA of Fig. 9 and $T_2 = 3$.

words of $L(A_2)$ whose third letter is $b$. Therefore, $L(a_{T_2}(A^\#)) \neq L(A_2)$ and by Theorem 5 we conclude that the views $A_1$ and $A_2$ are inconsistent.

6. Multi-view consistency of symbolic transition systems w.r.t. periodic sampling

In Section 5 we instantiate the multi-view modeling framework to the case of $\omega$-regular languages and Büchi automata, where abstraction functions perform periodic sampling of infinite words by removing letters from these words. In this section, we instantiate the multi-view modeling framework to the case of symbolic transition systems as defined in Section 3.2. Here, as in Section 5, abstraction functions perform periodic sampling. The difference is that in Section 5 abstraction functions perform periodic sampling of infinite words generated by Büchi automata, whereas in this section abstraction functions perform periodic sampling of infinite sequences of states generated by symbolic transition systems.

Initially, we define the notion of periodic sampling and its inverse for transition systems, and then we investigate the closure of symbolic transition systems under these operations. Afterwards, we solve the multi-view consistency problem in this setting by applying Theorem 5.
6.1. Periodic sampling of transition systems

As in Section 5, a period is any $T \in \mathbb{N}_{>0}$, and periodic sampling starts at position 0. Let $X$ be a finite set of variables. Then the domain of system behaviors is $U(X)$, and we let the view domain be the same: i.e., $D(X) = U(X)$. Given $T$, the periodic sampling abstraction function from $U(X)$ to $D(X)$ w.r.t. period $T$, denoted by $\alpha_T$, is defined by the mapping $\alpha_T : U(X) \rightarrow D(X)$ such that for every behavior $\sigma = s_0 s_1 \cdots \in U(X)$, $\alpha_T(\sigma) = s'_0 s'_1 \cdots \in D(X)$ where $s'_i = s_{i \cdot T}$ for every $i \geq 0$.

As is standard, we lift the notion of periodic sampling abstraction function to (semantic) transition systems, i.e., sets of behaviors. For a transition system $S \subseteq U(X)$, we define $\alpha_T(S) = \{\alpha_T(\sigma) \mid \sigma \in S\}$. Since $\alpha_T(S) \subseteq D(X)$, $\alpha_T(S)$ is a view over $D(X)$. Similarly to the previous section, we refer to periodic sampling abstraction functions simply by periodic sampling.

The inverse periodic sampling is defined again as is standard for inverse functions (cf. Section 4.1), namely: $\alpha_T^{-1}(V) = \{\sigma \in U(X) \mid \alpha_T(\sigma) \in V\}$ or equivalently $\alpha_T^{-1}(V) = \bigcup \{S \subseteq U(X) \mid \alpha_T(S) = V\}$. When $V$ contains a single behavior $\sigma$, we write $\alpha_T^{-1}(\sigma)$ instead of $\alpha_T^{-1}(\{\sigma\})$. It can easily be seen that if $\sigma = s_0 s_1 \cdots \in D(X)$, then $\alpha_T^{-1}(\sigma) = \{\sigma' \mid \sigma' = s'_0 s'_1 \cdots \in U(X) \text{ s.t. } s'_{i \cdot T} = s_i \text{ for all } i \geq 0\}$.

6.2. Periodic sampling of symbolic transition systems

The above definitions are semantical and apply to sets of behaviors. To be able to deal with systems algorithmically, we must work with syntactic descriptions, i.e., symbolic transition systems such as FOSs and nFOSs. Then, questions arise as to what extent are these formalisms closed under forward and inverse periodic samplings. In this subsection we show that both FOSs and nFOSs are closed under forward periodic sampling. Specifically, we will show that given a symbolic transition system $S$, we can construct another symbolic transition system which we will denote $\alpha_T(S)$, such that $\llbracket \alpha_T(S) \rrbracket = \llbracket S \rrbracket$.

We assume $T \geq 2$ (if $T = 1$ then $\alpha_T(S)$ is identical to $S$). Moreover, if $S$ is a FOS then $\alpha_T(S)$ is also a FOS, and if $S$ is an nFOS then $\alpha_T(S)$ is also an nFOS.

Consider an nFOS $S = (X, Z, \theta, \phi)$ and periodic sampling $\alpha_T : U(X \cup Z) \rightarrow D(X \cup Z)$, with $D(X \cup Z) = U(X \cup Z)$. The periodic sampling of $S$ through $\alpha_T$, denoted by $\alpha_T(S)$, is the nFOS $S' = (X, Z, \theta, \phi')$ such that $\phi'$ contains all pairs of states $(s, s')$ such that $S$ has a run from $s$ to $s'$ of length exactly $T$. Formally:

$$\phi'(s, s') = \exists s_1, s_2, \ldots, s_{T-1} : \phi(s, s_1) \land \phi(s_1, s_2) \land \cdots \land \phi(s_{T-1}, s').$$

Note that, even though the above formula for $\phi'$ contains quantifiers over $s_1, s_2, \ldots, s_{T-1}$, they can be eliminated easily because all variables are boolean. Therefore, the final formula for $\phi'$ is a boolean expression as required.

The theorem that follows states that the semantics of the periodic sampling of $S$ is equal to the periodic sampling of the semantics of $S$.

**Theorem 11.** $\llbracket \alpha_T(S) \rrbracket = \alpha_T(\llbracket S \rrbracket)$.

**Proof.** Consider an arbitrary behavior $\sigma = s_0 s_1 s_2 \cdots \in \llbracket S \rrbracket$. Applying the periodic sampling $\alpha_T$ to $\sigma$ we obtain the behavior $\alpha_T(\sigma) = s_0 s_1 s_2 \cdots \in \alpha_T(\llbracket S \rrbracket)$. Since $\theta(s_0)$, and by construction of $\alpha_T(S)$, $\phi'(s_1, s_2, \ldots, s_{(i+1)\cdot T})$ for every $i \geq 0$, we get that $\alpha_T(\sigma) \in \alpha_T(\llbracket S \rrbracket)$. Hence, $\alpha_T(\llbracket S \rrbracket) = \{\alpha_T(\sigma) \mid \sigma \in \llbracket S \rrbracket\} \subseteq \alpha_T(\llbracket S \rrbracket)$. Conversely, let $\sigma' = s'_0 s'_1 s'_2 \cdots \in \alpha_T(\llbracket S \rrbracket)$. By definition of $\alpha_T(S)$, it holds that $\theta(s'_0)$. Moreover, for $\sigma'$ we have that $\phi'(s'_0, s'_1, \ldots, s'_{i \cdot T})$, thus there exists a run in $S$ from $s'_0$ to $s'_{i \cdot T}$ of length exactly $T$ for every $i \geq 0$. Then, we obtain the behavior $\sigma = s_0 s_1 s_2 \cdots \in \llbracket S \rrbracket$ where $s_{i \cdot T} = s'_i$ for every $i \geq 0$. Hence, $\alpha_T(\sigma) = \sigma' \in \alpha_T(\llbracket S \rrbracket)$ and $\alpha_T(\llbracket S \rrbracket) \subseteq \alpha_T(\llbracket S \rrbracket)$ which completes our proof.$\square$

Note that if $S$ is a FOS, i.e., $Z = \emptyset$, then according to its definition $\alpha_T(S)$ is also a FOS. Consequently, Theorem 11 shows that not just nFOSs, but also FOSs, are closed under forward periodic sampling.

**Example 6.** Consider the FOS $S$ shown to the left of Fig. 12. Applying periodic sampling on $S$ with period $T = 2$ we obtain the FOS $\alpha_T(S)$ shown to the right of the figure.

**Theorem 12.** Given an nFOS $S = (X, Z, \theta, \phi)$ the problem of constructing $\alpha_T(S)$ is in EXPSPACE.

**Proof.** Let $\alpha_T(S) = (X, Z, \theta, \phi')$, where $\phi'$ is defined according to the description before Theorem 11. We need to determine the complexity of constructing $\phi'$. In particular this involves the complexity of eliminating the existential quantifiers in $\phi'$.
since the transition relation of an nFOS is by definition a boolean expression (thus not including quantifiers). We assume that the quantifiers in \( \phi' \) are eliminated by enumerating all satisfying assignments, from which we then derive a formula for the transition relation not involving any quantifiers. Each assignment (including the quantified variables) consists of \((T + 1) \cdot (|X| + |Z|)\) variables, because \( \phi' \) contains \( T - 1 \) quantified intermediate states. Checking whether a given assignment satisfies the formula can be determined in polynomial time in \( \phi' \)'s length, which is exponential in the representation of \( T \), and linear in the length of \( \phi \). Thus all assignments can be evaluated in EXPSPACE. Constructing the quantifier-free formula from the satisfying assignments is in \( O(2^{|X|+|Z|}) \). Thus both determining the satisfying assignments and constructing the quantifier-free formula from them can be performed in EXPSPACE, and so we conclude that the problem of constructing \( \alpha_T(S) \) is in EXPSPACE.

Recall that views described by symbolic transition systems are checked for consistency w.r.t. their observable behaviors. Observable behaviors are obtained by projection to observable variables. Therefore, we need to be able to combine a periodic sampling abstraction function with projection to observable variables. The following result shows that the above construction behaves correctly under such a combination.

**Corollary 1.** \([\alpha_T(S)]_o = \alpha_T([S]_o)\).

**Proof.** Consider a behavior \( \sigma^0 = s_0^o s_1^o s_2^o \cdots \in [S]_o \). Then, there exists a behavior \( \sigma = s_0 s_1 s_2 \cdots \in S \) such that \( h_X(\sigma) = \sigma^0 \). Applying the periodic sampling \( \alpha_T \) to \( \sigma \) we obtain the behavior \( \sigma' = \alpha_T(\sigma) = s_0 s_1 s_2 \cdots \in \alpha_T([S]) \). Then, \( h_X(\sigma') = h_X(\sigma) = \sigma^0 \). Therefore, \( \alpha_T(S) = \alpha_T([S]) \). Since \( \theta(\sigma) \), and by construction of \( \alpha_T(S), \phi'(s_{i+1}, s_{i+1}) \) for every \( i \geq 0 \), we get that \( \sigma' = \alpha_T(S) \). Therefore, \( h_X(\phi'(s_{i+1}, s_{i+1})) \), and hence \( \alpha_T(S) \) is in \( \alpha_T([S]) \). Conversely, let \( \sigma^0 = s_0^o s_1^o s_2^o \cdots \in \alpha_T([S]) \). Then, there exists a behavior \( \sigma' = s_0 s_1 s_2 \cdots \in \alpha_T(S) \) such that \( h_X(\sigma') = \sigma^0 \). Since \( \theta(\sigma) \) and \( \phi'(s_{i+1}, s_{i+1}) \) for every \( i \geq 0 \), and by definition of \( \alpha_T(S) \), we can construct the behavior \( \sigma = s_0 s_1 s_2 \cdots \in [S] \) such that \( h_X(\sigma') = \sigma^0 \) for every \( i \geq 0 \). Then, there exists a behavior \( \sigma^0 = h_X(\sigma) = s_0 s_1 \cdots \in \alpha_T(S) \) where \( s_{i+1} = s_i^o \) for every \( i \geq 0 \), which implies that \( \alpha_T(\sigma^0) = \sigma^0 \). \( \square \)

**Remark 4.** Note that if \( S \) is a FOS, i.e., \( Z = \emptyset \), then by definition we get that \( \alpha_T(S) \) is in \( \alpha_T([S]) \). Hence, \( \alpha_T(S) \) is the closest FOS abstraction function for deriving a view for a system. This is in line with Theorem 5 that imposes no restriction on the type of the abstraction functions for generating a view.

### 6.3. Inverse periodic sampling of symbolic transition systems

Computing the inverse periodic sampling on FOSs and nFOSs is less straightforward than computing forward periodic sampling. In fact, as we show next, FOSs are not closed under inverse periodic sampling, although nFOSs are. Intuitively, the reason why FOSs are not closed under inverse periodic sampling is that in general the inverse system may need extra variables to count how many positions remain until a sampled state is reached. Such extra variables cannot be added in a FOS, because every variable in FOS is observable, and adding extra variables means that the observable behaviors also change. On the other hand, adding extra variables is not a problem in nFOSs, as long as these extra variables are added as unobservable ones.

#### 6.3.1. FOSs are not closed under inverse periodic sampling

**Theorem 13.** Given a FOS \( S = (X, \theta, \phi) \) and inverse periodic sampling \( \alpha_T^{-1} : D(X) \to U(X) \), with \( D(X) = U(X) \), there does not always exist a FOS \( S' = (X', \theta', \phi') \) such that \([S'] = \alpha_T^{-1}([S])\).

**Proof.** Consider the FOS \( S = (X, \theta, \phi) \) where both \( x \) and \( y \) are boolean variables, \( \theta = x \land y \) and \( \phi = (x \land y \rightarrow \neg x' \land y') \land (\neg x \land y \rightarrow x' \land \neg y') \land (x \land \neg y \rightarrow x' \land y') \) as shown in Fig. 13.

Suppose that we want to compute the inverse set of behaviors, \( \alpha_T^{-1}([S]) \), with respect to inverse periodic sampling with period \( T = 2 \). Suppose there exists a FOS \( S' = (X', \theta', \phi') \) such that \([S'] = \alpha_T^{-1}([S])\). First, note that \( X' \) must be equal
to \( \{x, y\} \), otherwise, the states of \( S' \) (and therefore also the behaviors in \([S']\)) are incomparable with those of \( S \). Because \( X' = \{x, y\} \), \( S' \) can have at most 4 reachable states, since both \( x \) and \( y \) are boolean variables. Moreover, \( \theta' \) should coincide with \( \theta \). Indeed, our periodic samplings start always at position 0, and \( \alpha^{-1}_T([S]) \) contains by definition all those behaviors over \( \mathcal{L}(X) \) which are at state \((1,1)\) at position 0. Therefore, \( S' \) should generate only behaviors whose initial state is \((1,1)\) in order to coincide semantically with \( \alpha^{-1}_T([S]) \). Hence, \( \theta' \) equals \( \theta \). Then, \( \alpha^{-1}_T([S]) \) contains all infinite behaviors of the form shown in Fig. 14, where the '?' can be replaced by arbitrary states over \( \{x, y\} \).

We claim that \( S' \) cannot generate all behaviors of the form shown in Fig. 14. Indeed, \( \alpha^{-1}_T([S]) \) contains all behaviors of the form \((1,1)v \cdots \) where \( v \) can be any of the four states \((1,1), (0,1), (1,0) \) or \((0,0)\). From Fig. 14, the state \( v \) of \( \alpha^{-1}_T([S]) \) corresponds to the top-most '?'. From Fig. 14, there must be a transition in \( S' \) from state \((1,1)\) to \( v \). Assume that \( v = (1,1) \). Then, \((1,1)\) has a self-loop transition, which means that \( S' \) can also generate behaviors of the form \((1,1), (1,1), (1,1), \ldots \), which are not in \( \alpha^{-1}_T([S]) \). Thus, it should be the case that \( v \neq (1,1) \). But this contradicts the requirement that \( S' \) be able to generate also behaviors which are at state \((1,1)\) at position \( i = 1 \). If \( S' \) does not generate such behaviors then it is missing certain behaviors that belong in \( \alpha^{-1}_T([S]) \). Therefore, \([S']\) cannot be semantically equal to \( \alpha^{-1}_T([S]) \). □

### 6.3.2. nFOSs are closed under inverse periodic sampling

As can be seen from the proof of Theorem 13, FOSs are not closed under inverse periodic sampling because the variables of FOSs in general cannot represent all the distinct states in between the sampled states. Hence it is not possible to generate all the behaviors of the inverse semantic system. The problem is that we cannot add extra variables in a FOS, because there every variable has to be observable. However, this is not a problem in nFOSs, where we can add unobservable variables. Adding extra unobservable variables is the main idea behind the inverse periodic sampling construction for nFOSs, which demonstrates that nFOSs are closed under inverse periodic sampling. Note that, due to the presence of extra variables in the inverse periodic sampling system for a given nFOS, closure is obtained w.r.t. to the corresponding observable behaviors. Before we provide the formal construction, we discuss informally the idea behind the construction and illustrate how it works on the example of Fig. 13.

**Example 7.** Consider again the FOS \( S = (\{x, y\}, \theta, \phi) \) of Fig. 13, which can also be viewed as the nFOS \((\{x, y\}, \emptyset, \theta, \phi)\) with an empty set of unobservable variables. The inverse periodic sampling of \( S \) with period \( T = 2 \) is the nFOS shown in Fig. 15. \( s \) represents the state vector, that is, values for all observable and non-observable variables. In this case, there are only two observable variables \( x, y \), so \( s = (0,1) \) says that \( x = 0 \) and \( y = 1 \). The inverse system contains one extra variable \( c \) that counts the number of states remaining until a sampled state is reached. \( c \) is used to add to the inverse system the proper number of “layers” with states in between each pair of sampled states in the given system. Hence, \( c \) is always 0 for the sampled states, and the values of \( c \) range in \( 0, \ldots, T - 1 \). In Fig. 15, the value of \( c \) is always 1 for every non-sampled state because \( T = 2 \). Hence, we always add one layer of states in between each pair of sampled states. The states in these layers correspond to the candidates for the symbol '?' in Fig. 14.

The inverse system also contains duplicates of the observable and unobservable variables of the original nFOS denoted by \( \delta \). These variables are necessary to define the extra distinct states in each layer, that cannot be obtained by the existing variables of the system. Moreover, these states should also memorize the correct next sampled state. For instance, according to Fig. 14, there should be a transition from \((0, 1)\) to the second '?' and from the latter to \((1, 0)\). Then, it should be the case that the inverse system contains a transition from \((0, 1)\) to each of the 4 possible states \((0,0),(0,1),(1,0)\) and \((1,1)\), and from each of these states a transition back to state \((1,0)\). Hence \((0,0),(0,1),(1,0)\) and \((1,1)\) are augmented with \( \delta = (1,0) \) to memorize the next sampled state to be reached; also this differentiates the states of the second layer from those in the first layer, which would not be possible without adding the duplicates.

As stated earlier, \( \alpha^{-1}_T(S) \) should be able to generate all observable behaviors of the form shown in Fig. 14, where '?' denotes any arbitrary state over \( X \). Indeed, this is what the system of Fig. 15 does. In each state shown in the figure, we list
the values of \( s, c, \) and \( \hat{s} \). The \( - \) stands for an arbitrary value, so that, for instance, \((s = 1, 1, c = 0, -)\) represents four states, namely, \((s = 1, 1, c = 0, \hat{s} = (0, 0))\), \((s = 1, 1, c = 0, \hat{s} = (0, 1))\), \((s = 1, 1, c = 0, \hat{s} = (1, 0))\), \((s = 1, 1, c = 0, \hat{s} = (1, 1))\). All these four states are possible initial states. A transition into one such state with \( - \) represents multiple transitions to each possible instance of that state. The state in bold at the bottom is the same as the one at the top, indicating that the system loops eventually back to one of its initial states.

Next we present the formal construction. Let \( S = (X, Z, \theta, \phi) \) be an nFoS and let \( T \) be a period. Let \( \hat{X} = \{\hat{x} | x \in X\} \) and \( \hat{Z} = \{\hat{z} | z \in Z\} \) be sets of copies (duplicates) of the sets of variables \( X \) and \( Z \), respectively. We use the notation \( s = (y)_{y \in X \cup Z} \) to denote the vector of all variables in \( X \cup Z \). For example, if \( X = \{x, y\} \) and \( Z = \{z\} \), then \( s = (x, y, z) \). We will also use \( s', \hat{s}, \) and \( \hat{s}' \) for the corresponding vectors of primed, hatted, and hatted-primed variables. For example, if \( s = (x, y, z) \), then \( s' = (\hat{x}', \hat{y}', \hat{z}') \), \( \hat{s} = (\hat{x}, \hat{y}, \hat{z}) \), and \( \hat{s}' = (\hat{x}', \hat{y}', \hat{z}') \).

We will define a new nFoS \( \alpha_T^{-1}(S) \), called the inverse periodic sampling of \( S \) through \( T \), and we will prove that \( \|\alpha_T^{-1}(S)\|_0 = \alpha_T^{-1}(\|S\|_0) \), that is, the observable behaviors of \( \alpha_T^{-1}(S) \) correspond to the inverse of the observable behaviors of \( S \). In the sequel we assume \( T \geq 2 \); if \( T = 1 \) then we can simply take \( \alpha_T^{-1}(S) = S \). We define \( \alpha_T^{-1}(S) = (X, Z \cup W, \theta', \phi') \), where

- \( W = \{c\} \cup \hat{X} \cup \hat{Z} \) where \( c \) is a modulo-\( T \) counter (for simplicity we will treat \( c \) as an integer variable, with the understanding that it can be encoded using \( \log T \) boolean variables)

and:

\[
\theta' = \theta \land c = 0 \\
\phi' = (c = 0 \land c' = 1 \land \exists s': \phi \land \hat{s}' = s') \\
\lor (0 < c < T - 1 \land c' = c + 1 \land \hat{s}' = \hat{s}) \\
\lor (c = T - 1 \land c' = 0 \land \hat{s}' = \hat{s})
\]

The intuition is as follows. An initial state of \( \alpha_T^{-1}(S) \) is an initial state of \( S \) augmented by the modulo-\( T \) counter \( c \) initialized to 0. Notice that the duplicate variables \( \hat{s} \) of \( \alpha_T^{-1}(S) \) can take any arbitrary value initially. The definition of the transition relation \( \phi' \) of \( \alpha_T^{-1}(S) \) is broken into three disjoint cases, depending on the value of the counter \( c \).

- The first case is when \( c = 0 \). In that case, if \( S \) has a transition \((s, s')\), then \( \alpha_T^{-1}(S) \) has a transition from \((s, c = 0, -)\) to \((s', c = 1, \hat{s})\), where \( \hat{s} \) memorizes \( s' \) and where the \( - \) variables can take arbitrary values. The idea is that we need to remember for the next \( T - 1 \) transitions the destination state \( s' \) in which we need to arrive after \( T \) transitions, when

![Fig. 15. nFoS $\alpha_T^{-1}(S)$ where $S$ is the FOS of Fig. 13 and $T = 2$.](image-url)
the next sampling point occurs. In-between, the observable variables $s$ can take any value, since these values will be sampled away.  
- The second case is when $0 < c < T - 1$. In that case, the duplicate variables $\hat{s}$ remain constant during the transition, while the observable variables $s$ can take any value (and are thus unconstrained in $\phi'$).  
- The third case is when $c = T - 1$. In that case, we need to copy the memorized destination state from $\hat{s}$ to $s$, and reset the counter to 0.

The construction of $\alpha_T^{-1}(S)$ is similar to the construction of inverse periodic sampling of Büchi automata given in Section 5.3, where a modulo-$T$ counter is also used. The difference is that in the case of Büchi automata the sampling is done on the letters annotating the transitions, instead of on the states, and for this reason, that construction does not require the use of duplicate state variables for memorization of the target state (which is memorized directly at the first step from $c = 0$ to $c = 1$).

In the sequel we prove the closure of nFOSs under inverse periodic sampling. Firstly, we state an auxiliary lemma which shows that the hiding function and the periodic sampling commute when applied to the behaviors of symbolic transition systems.

**Lemma 7.** Given an nFOS system $S = (X, Z, \theta, \phi)$ and periodic sampling $\alpha_T$, it holds that $h_\diamond(\alpha_T([S])) = \alpha_T(h_\diamond([S]))$ where $\diamond$ is either $X$ or $Z$.

**Proof.** We only prove that $h_X(\alpha_T([S])) = \alpha_T(h_X([S]))$. The proof of $h_Z(\alpha_T([S])) = \alpha_T(h_Z([S]))$ is similar. We first prove that $h_X(\alpha_T([S])) \subseteq \alpha_T(h_X([S]))$. Let $s_0 = s_{01} s_{21} \cdots \in h_X(\alpha_T([S]))$. There exists some behavior $\sigma' = s_0^{i_1} s_2^{i_2} \cdots \in \alpha_T([S])$ such that $h_X(\sigma') = s_i$ and $h_X(s_i) = s_i$ for $i \geq 0$. Moreover, $\sigma' \in \alpha_T([S])$, hence there exists some $\sigma'' = s_0^{i_1} s_2^{i_2} \cdots \in \alpha_T([S])$ such that $\sigma' = \sigma''$, i.e., $s_i^{i_1} s_2^{i_2} \cdots$ for $i \geq 0$. Consider the behavior $\sigma'' \in \alpha_T([S])$. Then, $h_X(\sigma'') = h_X(s_0^{i_1} s_2^{i_2} \cdots h_X(s_0^{i_1} s_2^{i_2} \cdots) = h_X(s_i^{i_1} s_2^{i_2} \cdots h_X(s_0^{i_1} s_2^{i_2} \cdots) = s_{01} s_{21} \cdots \in h_X(\alpha_T([S]))$. Therefore, we can prove that $h_X(\alpha_T([S])) \subseteq \alpha_T(h_X([S]))$.

**Theorem 14.** Given an nFOS system $S = (X, Z, \theta, \phi)$ and inverse periodic sampling $\alpha_T^{-1} : D(X \cup Z) \rightarrow \mathcal{U}(X \cup Z)$ with $D(X \cup Z) = U(X \cup Z)$, it holds that: $[\alpha_T^{-1}(S)]_0 = [\alpha_T^{-1}(S)]_0$.

**Proof.** Let $\sigma^o = s_0 s_2 s_2 \cdots \in [\alpha_T^{-1}(S)]_0$. Then, there exists a behavior $\sigma'' = s_0^{i_1} s_2^{i_2} \cdots \in [S]_0$ such that $h_X(\sigma'') = \alpha_T(\sigma^o)$, i.e., $s_i^{i_1} s_2^{i_2} \cdots$ for every $i \geq 0$. Moreover, there exists a behavior $\sigma' = s_0 s_2 s_2 \cdots [S]$ such that $h_X(\sigma') = \sigma''$. We consider the behavior $\sigma = s_0 s_2 s_2 \cdots \in \mathcal{U}(X \cup Z)$ such that $h_X(\sigma) = \sigma^o$ and $s_i T = s_i$ for every $i \geq 0$. We extend $\sigma$ over the set $W = \{c\} \cup \hat{T} \cup Z$ and we construct the behavior $\sigma^w = s_0 s_2 s_2 \cdots \in \mathcal{U}(X \cup Z \cup W)$, satisfying the following conditions:

1. $h_X(s_{i+1}^o) = 0$ for $i = 1 \cdot T$ with $i \geq 0$;
2. $h_X(s_{i+1}^o) = s_i^{i_1} s_2^{i_2} \cdots h_X(s_{i+1}^o) = k - i \cdot T$ for $i \cdot k < k + 1 \cdot T$ with $i \geq 0$.

By construction of $\sigma^w$, $h_X(s_{i+1}^o) = s_i^{i_1} s_2^{i_2} \cdots$ for every $i \geq 0$. Therefore, $\sigma^w \in [\alpha_T^{-1}(S)]_0$. Moreover, $h_X(h_X(\sigma^w) = h_X(\sigma^w) = h_X(\sigma)$ which implies that $h_X(\sigma^w) = \sigma^o$. Hence, by $\sigma^w \in [\alpha_T^{-1}(S)]_0$, we get that $h_X(h_X(\sigma^w) = \sigma^o \in [\alpha_T^{-1}(S)]_0$.

Conversely, let $\sigma^o = s_0 s_2 s_2 \cdots \in [\alpha_T^{-1}(S)]_0$. Then, there exists a behavior $\sigma = s_0 s_2 s_2 \cdots \in [\alpha_T^{-1}(S)]$ such that $h_X(\sigma) = \sigma^o$. Applying periodic sampling $\sigma_T$ on $\sigma$ we get the behavior $\sigma_T(\sigma) = s_0 s_T s_2 \cdots$, where by definition of $\alpha_T^{-1}(S)$, $\sigma_T(\sigma)$ and hence $\sigma_T(\sigma)$ and $c$; and for every $i \geq 0$, $\sigma_T(s_i s_{i+1})$ and hence $\sigma_T(s_i s_{i+1})$ and $c$; and $c = 0$. Therefore, $\sigma' = h_X(\sigma_T(\sigma)) \in [S]$ and hence $h_X(\sigma') = h_X(\sigma_T(\sigma))$. By applying Lemma 7 for the case $[S]$ is singleton, $h_X(\sigma') = h_X(\sigma_T(\sigma))$), and since $h_X(\sigma') = \sigma^o$, we get that $h_X(\sigma') = \alpha_T(\sigma^o)$. Moreover, by $h_X(\sigma') \in [S]_0$, $\alpha_T(h_X(\sigma') = s_0 s_2 s_2 \cdots \in [S]_0$, which implies that $\sigma^o \in [\alpha_T^{-1}(S)]_0$.  

**Theorem 15.** Given an nFOS $S = (X, Z, \theta, \phi)$ the problem of constructing $\alpha_T^{-1}(S)$ is in $O(T \cdot (\log T + |X| + |Z|) + |\phi| + |\theta|)$.

**Proof.** Let $n = |X| + |Z|$ and $\alpha_T^{-1}(S) = (X, Z \cup W, \theta', \phi')$ be defined as in the procedure before Lemma 7. For the complexity analysis we assume that the modulo-$T$ counter $c$ is represented by $\log T$ boolean variables. Then, the number of variables, defining the states in $\alpha_T^{-1}(S)$ is $2n + |\log T|$. From Equation (3), the size of $\theta$ is $|\theta'| = O(|\theta| + \log T)$. Next we calculate the size of $\phi'$ according to its syntactic construction in the Equations (4)–(6). The part of $\phi'$ defined in (4) has size $O(\log T + |\phi|)$, since the quantifier elimination of “$3s': \phi \wedge s = s''$” can be obtained by simply replacing $s'$ by $s$. Then, each of the $T - 2$ parts of the disjunction defined in (5) has size $O(n + \log T)$. Similarly, the part of $\phi'$ in (6) has size $O(n + \log T)$.
Hence, we get that the size of $\phi'$ is in $O(T \cdot (\log T + n) + |\phi|)$, and the overall time complexity of constructing $a_T^{-1}(S)$ is in $O(T \cdot (\log T + n) + |\phi| + |\theta|)$.

6.4. Checking consistency of symbolic transition system views w.r.t. periodic sampling

Next we apply the previous results to show how we can check view consistency in a multi-periodic sampling setting where the views are symbolic transition systems (FOSs or nFOSs). Let $X$ be a finite set of variables and let $\mathcal{U} = \mathcal{D}_1 = \mathcal{D}_2 = \cdots = \mathcal{D}_n = \mathcal{U}(X)$, for some $n \geq 1$. Consider $n$ views represented as nFOSs $S_i = (X, Z_i, \theta_i, \phi_i)$, for $i = 1, \ldots, n$, where $Z_i$ are disjoint. Note that $S_i$ may be a FOS as a special case, if $Z_i = \emptyset$. Also note that $\mathcal{D}_i = \mathcal{U}(X)$, which means that unobservable variables are not included in the semantics of the views. In other words, semantically view $S_i$ is the set $[S_i]_0 \subseteq \mathcal{U}(X)$. Let $T_1, \ldots, T_n$ be $n$ periods. We consider several variants of the view consistency problem, depending on whether we seek a witness system which is semantic, nFOS, or FOS.

**Problem 3.** Check whether $S_1, \ldots, S_n$ are consistent, i.e., check whether there exists $S \subseteq \mathcal{U}(X)$ such that $\alpha_T(S) = [S]_0$ for every $1 \leq i \leq n$.

**Problem 4.** Check whether $S_1, \ldots, S_n$ are consistent with an nFOS witness, i.e., check whether there exists an nFOS $S = (X, Z, \theta, \phi)$, for some $Z \supseteq Z_1 \cup \cdots \cup Z_n$, such that $\alpha_T([S]_0) = [S]_0$ for every $1 \leq i \leq n$.

**Problem 5.** Check whether $S_1, \ldots, S_n$ are consistent with a FOS witness, i.e., check whether there exists a FOS $S = (X, \theta, \phi)$, such that $\alpha_T([S]) = [S]_0$ for every $1 \leq i \leq n$.

Observe that the three problems are different: Problem 3 asks for a semantic witness system, not necessarily representable as a symbolic transition system, while Problems 4 and 5 ask for a symbolic transition witness system with or without internal variables respectively. Clearly, a solution to Problem 5 is also a solution to Problem 4, and a solution to Problem 4 is also a solution to Problem 3. As shown below (and also shown in [27]) Problems 4 and 5 are not equivalent, that is, existence of an nFOS witness does not always imply existence of a FOS witness. As for Problems 3 and 4, it was left as an open question in [27] whether existence of a solution to Problem 3 also implies existence of a solution to Problem 4.

We next provide a positive answer to this question:

**Theorem 16.** There is a solution to Problem 3 if and only if there is a solution to Problem 4.

**Proof.** The if part is trivial. For the only if part, suppose Problem 3 has a solution, i.e., $S_1, \ldots, S_n$ are consistent. Then, by Theorem 5, the transition system $S^\# = \alpha_T^{-1}([S_1]_0) \cap \cdots \cap \alpha_T^{-1}([S_n]_0)$ is a witness to their consistency. By Theorem 14, $\alpha_T^{-1}([S_i]_0) = [\alpha_T^{-1}(S_i)]_0$, for $i = 1, \ldots, n$, hence $S^\# = [\alpha_T^{-1}(S_1)]_0 \cap \cdots \cap [\alpha_T^{-1}(S_n)]_0$. By Lemma 5 (which can be easily extended to $n$ instead of just 2 systems), there exists an nFOS system $S^\#$ such that $[S^\#]_0 = S^\# = [\alpha_T^{-1}(S_1)]_0 \cap \cdots \cap [\alpha_T^{-1}(S_n)]_0$, and $S^\#$ is a solution to Problem 4. □

Next we show why existence of a solution to Problem 4 does not generally imply existence of a solution to Problem 5. Indeed, consider the case of having a single view described by an nFOS, say $S_1$. Moreover, suppose that $S_1$ cannot be represented as a FOS (as mentioned in Section 3.2, there are such cases). Assume that the period is $T_1 = 1$. Then, $S_1$ is a witness system to its own consistency, since $\alpha_T^{-1}(S_1) = S_1$, but clearly there is no FOS witness system, since we assumed that $S_1$ cannot be represented by a FOS. This example shows that in general existence of an nFOS witness does not imply existence of a FOS witness. This holds even when all views are FOS, as shown by Example 8 which follows.

**Example 8.** Consider a single view described by the FOS $S = ([x, y, \theta, \phi])$ of Fig. 13, and let the period be $T = 2$. Then, a witness system to the “lonely” consistency of $S$ is the nFOS system shown in Fig. 15, i.e., the system $\alpha_T^{-1}(S)$ describing its inverse periodic sampling w.r.t. to period $T = 2$. According to Theorem 13, there exists no FOS capturing $\alpha_T^{-1}(S)$, and hence there is no FOS witness system to the consistency of $S$ with itself.

**Theorem 17.** Problems 3, 4, and 5 are decidable.

**Proof.** Problem 5 is trivially decidable, as there is a finite number of candidate FOS witness systems (since the number of state variables is finite and their domains are also finite). Thus, we can simply enumerate all possible FOS over the given set of variables $X$ and check whether one of them is a valid witness w.r.t. the given views and periods. This brute-force method is not practical. Finding more efficient ways to solve Problem 5 is an open question.

Next we consider the decidability of Problems 3 and 4. There are several ways to prove this result, each resulting in a different method for checking view consistency. Therefore we provide several alternative proofs.
First, we can show that Problem 3 is decidable; then Theorem 16 implies that Problem 4 is also decidable. Consider the set of nFOS views $S_i = (X, Z_i, \theta_i, \phi_i)$ where $Z_i$ are disjoint, for $1 \leq i \leq n$. By Theorem 3, we can construct for every nFOS $S_i$, the NBA $A^{S_i}$, such that $\|S_i\|_0 = L(A^{S_i})$, for $i \geq 1$. We let $L(A^{S_i}) = L^{S_i}$ for $i \geq 1$. Then, checking whether there exists a semantic witness system to the consistency of $S_1, \ldots, S_n$, i.e., whether there exists system $S \subseteq L(X)$ such that $\alpha_T(S) = [S]_0$, reduces to checking whether there exists an $\omega$-regular language over $\Sigma$, $L \subseteq \Sigma^\omega$, such that $\alpha_T(L) = L^{S_i}$ for $i \geq 1$. However, the latter problem is an instance of Problem 1, which by Part 2 of Theorem 10, is decidable. Therefore, Problem 3 is decidable. Notice that using this method, in case of a positive answer to consistency, we can also obtain a witness system represented as a Büchi automaton (cf. the proof of Theorem 10).

Alternatively, we can also show directly that Problem 4 is decidable. Consider the nFOS systems $\alpha_T^{-1}(S_i)$, for each nFOS view $S_i$ for $i = 1, \ldots, n$, respectively. By Lemma 5 (which can be easily extended to $n$ instead of just 2 systems) there exists an nFOS $S^*$ such that $\|S^*\|_0 = \|\alpha_T^{-1}(S_1)\|_0 \cap \ldots \cap \|\alpha_T^{-1}(S_n)\|_0$ for $i = 1, \ldots, n$. By Theorem 5, $S_1, \ldots, S_n$ are consistent iff for all $i = 1, \ldots, n$, $\alpha_T(\|S^*\|_0) = [S_i]_0$. By Corollary 1, we have $\alpha_T(\|S^*\|_0) = \|\alpha_T^{-1}(S^*)\|_0$, for $i = 1, \ldots, n$. Therefore, $S_1, \ldots, S_n$ are consistent if for all $i = 1, \ldots, n$, $\|\alpha_T^{-1}(S^*)\|_0 = [S_i]_0$. The latter equality is an equivalence problem for nFOSs, which by Theorem 4 is decidable. Using this method, in case of a positive answer to consistency, we obtain a witness system represented directly as an nFOS. □

**Theorem 18.**

1. Problem 3 can be decided in $3 – \text{EXPSPACE}$.  
2. Problem 4 can be decided in $3 – \text{EXPSPACE}$.  
3. Problem 5 can be decided in $2 – \text{EXPSPACE}$.  

**Proof.** Part 2: By the last part of the proof of Theorem 17, we get that solving Problem 4 is equivalent to checking whether $\|\alpha_T^{-1}(S^*)\|_0 = [S_i]_0$. By definition of $S^*$ in (1), and by Theorem 15, we get that the construction of $S^*$ is in EXPSPACE. Then, by Theorem 12, the periodic sampling $\alpha_T(S^*)$ is computed in EXPSPACE, and thus in $2 – \text{EXPSPACE}$ in terms of the inputs of Problem 4. Finally, checking $\|\alpha_T^{-1}(S^*)\|_0 = [S_i]_0$ is, by Theorem 4, in EXPSPACE, and hence solving Problem 4 can be decided in $3 – \text{EXPSPACE}$.

Part 1: By Theorem 16, we get that Problem 3 is equivalent to Problem 4, which by part 1 of the current proof can be solved in $3 – \text{EXPSPACE}$. Hence, Problem 3 is also in $3 – \text{EXPSPACE}$.

Part 3: The domain of variables $X$ is finite. Let $n = |X|$. The construction of each possible FOS witness system $S$ requires at most $2^{|X|}$ states with at most $2^{|X|}$ transitions. By Theorem 12, computing $\alpha_T([S])$ is in $2 – \text{EXPTIME}$, for $1, \ldots, n$. Then, checking whether $\alpha_T([S]) = [S_i]_0$ is an instance of the nFOSs equivalence problem w.r.t. their observable behaviors, which by Theorem 4 is in EXPSPACE. Therefore, solving Problem 5 is in $2 – \text{EXPSPACE}$. □

**6.5. Example:** checking consistency of two FOS views

Consider the two FOS views $S_1 = (X = \{x_1, x_2\}, \theta_1, \phi_1)$ and $S_2 = (X = \{x_1, x_2\}, \theta_2, \phi_2)$ of Fig. 16. $S_1$ and $S_2$ can also be viewed as the nFOSs $(X = \{x_1, x_2\}, Z_1 = \emptyset, \theta_1, \phi_1)$ and $(X = \{x_1, x_2\}, Z_2 = \emptyset, \theta_2, \phi_2)$, respectively. We remark that $S_1$ is identical to the system shown in Fig. 13 and is repeated here for convenience.

Let $T_1 = 2$ and $T_2 = 3$. We prove that $S_1$ and $S_2$ are inconsistent. For this, we construct the canonical witness system candidate $S^* = \alpha_T^{-1}(S_1) \odot \alpha_T^{-1}(S_2)$. Then, it suffices to prove that there exists an $i = 1, 2$ such that $[\alpha_T(S^*)]_0 \neq [S_i]_0$.

We first compute according to the method described in Section 6.3.2 the inverse nFOSs $\alpha_T^{-1}(S_1)$ and $\alpha_T^{-1}(S_2)$, shown respectively in Figs. 17 and 18. We remark that $\alpha_T^{-1}(S_1)$ is identical to the nFOS of Fig. 15 except that the annotations $\hat{i}$ have been removed in order to simplify the figure. In both Figs. 17 and 18, nodes in bold correspond to duplicated states where the system loops back to. We have duplicated those states in order to make the transitions easier to follow.

We then follow the construction of Lemma 5 to compute $S^* = \alpha_T^{-1}(S_1) \odot \alpha_T^{-1}(S_2)$, shown in Fig. 19.

Finally, we compute according to the method described in Section 6.2 the periodic sampling of $S^*$ w.r.t. $T_1 = 2$ and $T_2 = 3$, obtaining $\alpha_T(S^*)$ and $\alpha_T(S^*)$ shown respectively in Figs. 20 and 21. We observe that all the observable behaviors of $\alpha_T(S^*)$ coincide with $[S_1]_0 = \{(1, 1)(0, 1)(1, 0)^\omega\}$. However, this is not the case for $\alpha_T(S^*)$ and $[S_2]_0$. For instance,
Fig. 17. nFOS $\alpha_{T_1}^{-1}(S_1)$ where $S_1$ is the nFOS of Fig. 16 and $T_1 = 2$.

Fig. 18. nFOS $\alpha_{T_2}^{-1}(S_2)$ where $S_2$ is the nFOS of Fig. 16 and $T_2 = 3$.

consider the behavior $(1, 1)^{\omega} \in \mathbb{S}_2$. Because $\alpha_{T_2}(S^8)$ does not loop in the initial state, it cannot generate the observable behavior $(1, 1)^{\omega}$. Therefore, we conclude that the views $S_1$ and $S_2$ are inconsistent.

7. Conclusions and future work

In the presence of large and complex systems, multi-view modeling has become a predominant design principle. In order to understand and describe the versatile aspects of a system under development, multi-view modeling methods use several views that serve as partial models of the system. Then, a crucial issue in multi-view modeling, is ensuring consistency among the views, as these are developed by designers coming from various disciplines and using heterogeneous formalisms,
languages, and tools. In this work we studied the view consistency problem within the formal framework of [33,32], but for a different type of abstraction functions than those investigated previously. In particular, we studied view consistency w.r.t. periodic sampling abstractions. We considered two different settings for modeling views, ω-regular languages (Büchi automata) and symbolic transition systems, and provided complete solutions to the view consistency problems arising in these settings. In the process we answered several of the questions left open in the earlier version of this work [27]. We also introduced an important new result (Theorem 5) which complements the abstract framework of [33,32]. The result is a generic necessary and sufficient condition for view consistency which can be used to derive algorithms for multiple instantiations of the abstract framework, e.g., those considered in this paper in particular.

Several problems remain open, and there are several directions for future work. Specific to the results in this paper is the open question of finding a more efficient method to solve Problem 5, than the brute-force method proposed here. Other future research directions include considering abstraction functions other than periodic samplings, including non-periodic and event-triggered samplings. Another direction is to consider other types of models, including non-purely-discrete models, such as timed or hybrid automata, as well as heterogeneous instantiations of the multi-view modeling framework, e.g., where some views are discrete, some continuous, some hybrid, and so on. In addition to these theoretical directions, ongoing work includes an implementation of the current framework and experimentation with case studies.
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