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1) Collaborative Learning

§ Introduced by [Blum, Haghtalab, Procaccia, Qiao ’17].

§ Goal: Draw labeled samples from all the distributions
and use them to learn classifier(s) s.t. with high 
probability the error is low on all distributions.
§ Personalized: Can return different classifiers.
§ Centralized: Returns a single classifier.

2) Existing Results

§ For a single distribution !:

§ VC dimension of concept class ℱ: #
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Classifier / = *ℱ(1) minimizes the error on 1
⇒ has error at most 4 on ! with probability 1 − 7.

§ If each were to learn a classifier independently, they 
would need 8 ⋅ &',) samples in total.

§ With collaboration [BHPQ’17]:
§ Personalized ≈ ln 8 ⋅ &',).
§ Centralized ≈ ln; 8 ⋅ &',).
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for # = Θ(8).

3) Our Algorithms

Realizable setting
§ Algorithm ?1 matches the sample complexity for the 

personalized variant.
§ Algorithm ?2 matches the lower bound (better that 

?1 for most parameter regimes).

Non-realizable setting
§ Deterministic classifier with error (2 + A) ⋅ OPT + 4,

sample complexity matching the realizable setting, 
where A is constant.

§ Randomized classifier with error (1 + A) ⋅ OPT + 4, 
using +

'
times more samples.

4) Realizable Setting 5) Non-Realizable Setting

§ Need a smoother update rule.
§ Deterministic:

§ EF
(G)

= 1 +min(
JKKLM N

O ⋅PQ

+RSP ⋅JKK
T O N O RS'U

, A) ⋅ EF
(GV+)

§ Return maj / G
GW+

X

§ Randomized:
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6) Conclusion
Alg 1 Alg 2
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Algorithm ?2

Initialize weights E+
(\)
, … , E=

\
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For _ = 1 to ` = *(ln(8/7)) rounds:
Draw sample set 1(G), 1(G) = &aU

bc
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Find a classifier /(G) = *ℱ(1).
Draw Tf = *(1/4′) samples from each distribution, find

h(G) = i: errmM /
G ≤ 34′/4 .

Update the weights: EF
(G)

= 2EF
(GV+), if i ∉ h(G).

Return maj / G
GW+

X
.

§ Can we avoid the multiplicative factor of 2 in the non-
realizable setting, without using +

'
times more samples?

§ Can this classifier be adapted to perform well on a new 
related distribution?

Distinguishes between 
distributions with error  ≤ 4′/2
and ≥ 4’ with probability 99%.

/(G) has error 4′/2
for at most 1/8 of 
the distributions’ 
weight

For each !F at least 0.6`
classifiers have error < 4′.

Good classifiers are now the 
ones for which errmM /

G is 
low and close to errxM /

G .

For each !F at least ≈ 1 − A `

classifiers are good in the 
deterministic case, ≈ 1 − 4′A `
in the randomized. 


