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ABSTRACT

This paper presents a parallel algorithm for verifying that a string \( X \) is formed by the shuffle of two strings \( Y \) and \( Z \). The algorithm runs in \( O(\log^2 n) \) time with \( O(n^2/\log^2 n) \) processors on the EREW-PRAM model.
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1. Introduction

Let \( Y = y_1, y_2, \ldots, y_n \) and \( Z = z_1, z_2, \ldots, z_n \) be two strings of length \( n \) over a finite alphabet \( \Sigma \). The string shuffle problem is to check if a third string \( X = x_1, x_2, \ldots, x_{2n} \) of length \( 2n \) is the shuffle of \( Y \) and \( Z \), i.e. whether \( X \) is formed by arbitrarily interleaving the characters of \( Y \) and \( Z \), while maintaining the original order of the characters in the strings \( Y \) and \( Z \).

This problem arises in the context of studies related to the serialization principle for concurrent programming, where arbitrary interleaving of independent processes will be considered for an analysis of synchronous execution [4,8].

The string shuffle problem, also referred to as the merge recognition problem, has a simple sequential \( O(n^2) \) algorithm based on dynamic programming [11]. A faster algorithm with \( O(n^2 / \log n) \) sequential complexity is presented in [10]. An optimal systolic algorithm running in \( O(n) \) time with \( O(n) \) processors is rather straightforward from the dynamic programming formulation of the problem. What remained as a challenging problem was the design of efficient parallel algorithms in \( NC \) (i.e. the class of parallel algorithms running in poly-log time using polynomial number of processors).

In [7] it is shown that the computations performed in an arbitrary dynamic programming scheme can be parallelized in poly-log time. However, the generalized schema results in a method employing \( O(n^2) \) processors and running in \( O(\log^2 n) \) time. Thus, applying this method, one immediately arrives at a poly-log solution to the problem, but with an extremely large processor complexity.

This problem can also be equivalently formulated as a digraph reachability problem. Consider a directed graph \( G \) with \( (n+1)^2 \) nodes, with a typical node denoted as \( N(i, j), 0 \leq i, j \leq n \). Draw a directed arc from \( N(i - 1, j) \) to \( N(i, j) \) if \( x_{i+j} = y_i, 1 \leq i \leq n, 0 \leq j \leq n \), and from \( N(i, j - 1) \) to \( N(i, j) \) if \( x_{i+j} = z_j, 0 \leq i \leq n, 1 \leq j \leq n \). It is easy to see that the string shuffle problem is equivalent to checking whether \( N(n, n) \) is reachable from \( N(0, 0) \) in \( G \). The string shuffle problem is therefore reducible to the reachability problem between a pair of vertices. In general, this problem is as complex as the transitive closure problem. For finding the transitive closure, the best algorithm in the EREW-PRAM model takes \( O(\log^2 n) \) time and \( M(n) \) processors, where \( M(n) \) is the number of processors required to multiply two boolean matrices of order \( n \), in \( O(\log n) \) time, in the CRCW-PRAM model. At present \( M(n) \) is \( O(n^{2.375}) \) [12]. It is easy to see that the directed graph \( G \) is planar, and hence the results of [9] can be applied immediately. Since \( G \) has \( O(n^2) \) vertices, applying the result of [9] leads to an \( O(\log^3 n) \) time algorithm with \( O(n^2) \) processors in the CRCW-PRAM model. In [2], Apostolico et al. design an efficient parallel algorithm for the string editing problem. Independently, Aggarwal and Park have, in [1], designed efficient algorithms for the same, both in the CREW-PRAM and CRCW-PRAM models. The string shuffle problem can be viewed as a special case of the string editing problem or the grid graph path problem, in the terminology
of [2]. Their best known algorithms [1, 2] take \(O(\log^2 n)\) time and \(O(n^2 / \log n)\) processors in the CREW-PRAM model. We improve the processor complexity by a factor of \(\log n\) using the weaker EREW rather than the CREW model.

In this paper we propose a parallel algorithm using only \(O(n^2 / \log^2 n)\) processors and running in \(O(\log^2 n)\) time in the EREW-PRAM model. We exploit certain structural properties of the graph to arrive at a more efficient solution, but avoid the use of more complex subroutines such as parallel merge sort [5], cascading divide and conquer [3], or optimal list ranking [6]. Our method can be extended to any problem which admits a dynamic programming solution whose computational pattern resembles the pattern in the string shuffle problem.

2. Definitions and Results

The nodes of the graph defined above are imagined to be placed in the form of a matrix (or mesh). The row index of a node \(N(i, j)\) refers to \(i\) while the column index refers to \(j\). References to nodes in the column \(c\) denote nodes of the form \(N(i, c)\), \(0 \leq i \leq n\), while references to nodes in the row \(r\) denote nodes of the form \(N(r, j)\), \(0 \leq j \leq n\). Let \(S(c_1, c_2)\) denote the ordered sequence of nodes (in ascending order of row index) in the \(c_1^{th}\) column from which some node in the \(c_2^{th}\) column is reachable, \(0 \leq c_1 \leq c_2 \leq n\). \(S(c_1, c_2)\) may be explicitly represented by the sequence of row indices of the corresponding nodes, stored in ascending order. Let \(F(c_1, i, c_2)\) denote the sequence of nodes, ordered in ascending order of row index, in the \(c_1^{th}\) column from which the node \(N(i, c_2)\) is reachable, \(0 \leq c_1 \leq c_2 \leq n, 0 \leq i \leq n\). The following lemma states an important property of \(F(c_1, i, c_2)\).

**Lemma 1.** Let \(N(r_1, c_1), N(r_2, c_1) \in F(c_1, i, c_2)\), \(0 \leq c_1 < c_2 \leq n, 0 \leq r_1 < r_2 \leq n, 0 \leq i \leq n\). Let \(r'\) be an integer such that

- \(r_1 \leq r' \leq r_2\)
- \(N(r', c_1) \in S(c_1, c_2)\).

Then \(N(r', c_1) \in F(c_1, i, c_2)\).

**Proof.** Straightforward.

Since \(F(c_1, i, c_2)\) forms a contiguous subsequence of \(S(c_1, c_2)\), it is sufficient to maintain only two end values to represent it. Specifically, let \(h(c_1, i, c_2)\) denote the smallest row index and \(l(c_1, i, c_2)\) the largest row index amongst the row indices of the nodes in \(F(c_1, i, c_2)\). Then we may represent \(F(c_1, i, c_2)\) by the pair \((h(c_1, i, c_2), l(c_1, i, c_2))\) with the understanding that every node in \(S(c_1, c_2)\), with row index in the range \((h(c_1, i, c_2), l(c_1, i, c_2))\), will be a member of \(F(c_1, i, c_2)\). Note that \(F(c_1, i, c_2)\) may be empty if there is no node in the \(c_1^{th}\) column from which there is a path to \(N(i, c_2)\). In this case, \(F(c_1, i, c_2)\) may be represented as \((\phi, \phi)\) where \(\phi\) represents a dummy undefined value.

**Lemma 2.** Let \(F(c_1, r_1, c_2)\) and \(F(c_1, r_2, c_2)\) be non-empty, \(0 \leq c_1 < c_2 \leq n, 0 \leq r_1 < r_2 \leq n\). Then
\[ h(c_1, r_1, c_2) \leq h(c_1, r_2, c_2) \]
\[ l(c_1, r_1, c_2) \leq l(c_1, r_2, c_2) \]

**Proof.** Straightforward. \( \square \)

The above lemma implies that the sequences \( F(c_1, i, c_2), 0 \leq i \leq n \), considered as intervals of the sequence \( S(c_1, c_2), 0 \leq c_1 \leq c_2 \leq n \), are monotonic, in the sense that the lower endpoints (and similarly the higher endpoints) are sequenced in non-decreasing order with respect to \( i \).

The primary technique employed by the algorithm is recursive doubling. Let \( D[c_1, c_2], 0 \leq c_1 < c_2 \leq n \), denote the set of data \( S(c_1, c_2) \) and \( F(c_1, i, c_2) \), for all \( i, 0 \leq i \leq n \). In order to handle computations arising at various stages we show how the following computations are done.

1. Construction of the directed grid graph \( G \).
2. Computation of \( D[c, c], 0 \leq c \leq n \).
3. Given \( D[c, c] \) and \( D[c + 1, c + 1] \), the computation of \( D[c, c + 1] \), \( 0 \leq c < n \).
4. Given \( D[c_1, c_2] \) and \( D[c_2, c_3] \), the computation of \( D[c_1, c_3] \), \( 0 \leq c_1 < c_2 < c_3 \leq n \).

Let \( V = \{ v_1, v_2, \ldots, v_n \} \) be an ordered sequence of values, some of which may be undefined. Define a set of intervals each defining a subrange of \([1..n]\). That is, let \([left_i, right_i]\) denote the contiguous set of integers in the range from \( left_i \) to \( right_i \), where \( 1 \leq i \leq q \leq n \), and \( 1 \leq left_i \leq right_i \leq n \). A set of \( q \) intervals as described above is said to be monotonically ordered if \( left_i \leq left_{i+1} \) and \( right_i \leq right_{i+1} \) for all \( 1 \leq i \leq q - 1 \). Let \( \text{Min}([left_i, right_i]) \) denote the least of the defined \( v_j \)'s such that \( left_i \leq j \leq right_i \). Note that \( \text{Min}([left_i, right_i]) \) may not be defined and we set \( \text{Min}([\]) = \phi \) in such a situation.

**Lemma 3.** Given an array \( V = \{ v_1, v_2, \ldots, v_n \} \) of values and a set \( Q \) of \( q \) monotonically ordered intervals \([left_i, right_i]\), where \( 1 \leq i \leq q \leq n \), \( \text{Min}([left_i, right_i]) \) can be computed over all \( i, 1 \leq i \leq q \) in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model.

**Proof.** For each \( i, 1 \leq i \leq n \), let \( \text{nearest\_def}(i) \) denote the least \( v_j \) such that \( i \leq j \leq n \), and \( v_j \) is defined. Note that \( \text{nearest\_def}(i) \) may be undefined. Correspondingly, let \( \text{index\_nearest\_def}(i) \) denote the least \( j, i \leq j \leq n \), such that \( v_j \) is defined. Note that \( \text{index\_nearest\_def}(i) \) too may be undefined. If all concerned quantities are defined then obviously \( v_{\text{index\_nearest\_def}(i)} = \text{nearest\_def}(i) \).

Compute \( \text{nearest\_def}(i) \) and \( \text{index\_nearest\_def}(i) \) for all \( i, 1 \leq i \leq n \). This can be done easily in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model. Now, if \( \text{index\_nearest\_def}(left_i) \leq right_i \), then \( \text{Min}([left_i, right_i]) = \text{nearest\_def}(left_i) \), otherwise \( \text{Min}([left_i, right_i]) = \phi \) (undefined). But, the left endpoints of more than one interval could be the same. Since only exclusive reads are permitted, it is necessary to have as many copies of \( \text{nearest\_def}(i) \) and \( \text{index\_nearest\_def}(i) \) as there are intervals with \( i \) as their left endpoints. Since the
total number of copies required is at most \( q \leq n \), this duplication can be easily done in \( O(\log n) \) time with \( O(n/\log n) \) processors in the EREW-PRAM model. Once sufficient number of copies are available, it is a simple matter to be able to compute \( \text{Min}(\{\text{left}_i, \text{right}_i\}) \) for all \( i, 1 \leq i \leq q \), using only exclusive reads in \( O(\log n) \) time with \( O(n/\log n) \) processors.

We shall now state a general form of the lemma proved above that will suit our purposes.

**Lemma 4.** Let \( O \) be an ordered sequence consisting of \( p \) elements \([1..p], 1 \leq p \leq n\). Associated with each element \( i \) of the sequence let there be a value \( v_i \), \( 1 \leq i \leq p \), such that, though some of the \( v_i \)'s may be undefined (represented by \( \phi \)), for some \( j, k, 1 \leq j \leq k \leq p \), if both \( v_j \) and \( v_k \) are defined, then \( v_j \leq v_k \). Given a set of \( q \), \( 1 \leq q \leq n \), monotonically ordered closed intervals \([\text{left}_i, \text{right}_i]\) \( 1 \leq i \leq q \), where \( 1 \leq \text{left}_i \leq \text{right}_i \leq p \), \( \text{Min}(\{\text{left}_i, \text{right}_i\}) \), for all \( i \), can be computed in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model.

**Lemma 5.** Let \( V \) and \( Q \) be as defined in Lemma 4. The complement of the intervals in \( Q \), i.e. the set \( \{j|1 \leq j \leq n, j \text{ is not in } [\text{left}_i, \text{right}_i]\} \) for any \( i, 1 \leq i \leq q \) can be computed in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model.

**Proof.** Let \( \text{max.right}(j) \) be the maximum of \( \text{right}_i \) over all intervals with \( \text{left}_i = j \). The problem of computing \( \text{max.right}(j) \) for all \( j, 1 \leq j \leq n \), using only exclusive reads is easily done in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model, since the intervals are sorted with respect to left endpoints and the intervals with the same left endpoints are sorted with respect to right endpoints. Let \( \text{max}(j) = \text{maximum}\{\text{max.right}(i)|i \leq j\} \). This is a standard prefix sums computation. Then, the required set is nothing but \( \{i|\text{max}(i) \leq i\} \). Hence, the complement of a set of monotonically ordered intervals can be computed in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model.

As before we state a generalized form of the lemma proved above that will suit our purpose.

**Lemma 6.** Let \( O, V, Q, q \) be as defined in Lemmas 4 and 5. The complement of these intervals, i.e. the set \( \{j|1 \leq j \leq p, j \text{ is not in } [\text{left}_i, \text{right}_i]\} \) for any \( i, 1 \leq i \leq q \) can be computed in \( O(\log n) \) time using \( O(n/\log n) \) processors in the EREW-PRAM model.

**Construction of the graph.** For the construction of the graph, we have to perform comparisons of the type \( x_{i+j} = y_i \) or \( x_{i+j} = z_j \), \( 0 \leq i, j \leq n \). To read these entries in an exclusive way we need to have up to \( n \) copies of \( Y \) and \( Z \) and \( 2n \) copies of \( X \). By repeatedly doubling the entries, i.e. making duplicate copies, it is possible to create the required number of copies in \( O(\log^2 n) \) time by using one processor for every \( \log n \) characters. Thus, by using \( O(n^2/\log^2 n) \) processors it is possible to create a sufficient number of copies of \( X \), \( Y \) and \( Z \) in \( O(\log^2 n) \) time.
Then the comparisons can be performed simply in $O(\log^2 n)$ time with $O(n^2/\log^2 n)$ processors. In fact, a much stronger result is possible. But the following weaker result is sufficient for us.

**Proposition 1.** Given $X \in \Sigma^{2n}$, $Y, Z \in \Sigma^n$, we can construct the graph $G$, in $O(\log^2 n)$ time with $O(n^2/\log^2 n)$ processors in the EREW-PRAM model. \qed

**Computation of $D[c, c]$, for a given $c$, $0 \leq c \leq n$.** $S(c, c)$ is trivially the sequence \{0, 1, \ldots, n\} and $F(c, i, c), 0 \leq i \leq n$, is the set of all nodes in the $c^\text{th}$ column from which there is a directed path (chain) to $N(i, c)$. Thus $l(c, i, c) = i$ and $h(c, i, c) = i - t_i$, where $t_i$ is the length of the longest chain ending at node $N(i, c)$ in the $c^\text{th}$ column. By considering the outdegree sequences and performing standard computations such as prefix sum and list ranking [7], one can find $t_i$ for all $i$, $0 \leq i \leq n$, in linear sequential time and $O(\log n)$ parallel time with $O(n/\log n)$ processors in the EREW-PRAM model. Hence we get

**Proposition 2.** For a given $c$, $0 \leq c \leq n$, $D[c, c]$ can be computed in $O(\log n)$ time in EREW-PRAM using $O(n/\log n)$ processors. For all $c$, $0 \leq c \leq n$, $D[c, c]$ can be computed in $O(\log^2 n)$ time using $O(n^2/\log^2 n)$ processors. \qed

Given $D[c, c]$ and $D[c + 1, c + 1]$, the computation of $D[c, c + 1]$, $0 \leq c_1 < c_2 \leq n$. To compute $D[c, c + 1]$, it is necessary to compute $S(c, c + 1)$ and $h(c, i, c + 1)$, $l(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$. First, we show how to compute $h(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$, (the computation of $l(c, i, c + 1)$ being similar, its description is omitted) and then once $h(c, i, c + 1)$ and $l(c, i, c + 1)$ have been computed for all $i$, $0 \leq i \leq n$, we show how to compute $S(c, c + 1)$.

(a) Computation of $h(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$. If there exists a directed edge from $N(i, c)$ to $N(i, c + 1)$ then let

$$h'(c, i, c + 1) = \text{Minimum}\{h(c, j, c) | 0 \leq j \leq n \wedge N(j, c) \in F(c, i, c)\}$$

else let $h'(c, i, c + 1) = \phi$. Note that $h'(c, i, c + 1)$ may be undefined for certain values. Intuitively, $h'(c, i, c + 1)$ is the lowest row index of a node in the $c^\text{th}$ column from which the node $N(i, c + 1)$ is reachable by a path which is internally vertex disjoint to the $c + 1^\text{st}$ column. Using Eq.(1) and Lemma 4, the computation of $h'(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$, can be done in $O(\log n)$ time with $O(n/\log n)$ processors in the EREW-PRAM model. To make this clearer we explain the correspondence between the parameters here and those in Lemma 4. The sequence $O$ corresponds to the set $S(c, c)$, the values $v_i$ correspond to $h(c, i, c)$. And, the monotonically closed ordered intervals $[\text{left}_i, \text{right}_i]$ correspond to $F(c, i, c)$, for those $i$ such that there exists a directed edge from $N(i, c)$ to $N(i, c + 1)$. It is easily seen that:

$$h(c, i, c + 1) = \text{Minimum}\{h'(c, j, c + 1) | 0 \leq j \leq n \wedge N(j, c + 1) \in F(c + 1, i, c + 1)\}$$

(2)

Notice again that $h'(c, i, c + 1)$ may be undefined. The computation of $h(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$, is done in two phases, first $h'(c, i, c + 1)$, for all $i$,
0 \leq i \leq n$, is computed using Eq. (1) and Lemma 4 as described above, and then $h(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$, is computed using Eq. (2) and Lemma 4 in $O(\log n)$ time with $O(n/\log n)$ processors in the EREW-PRAM model. Note that the sequence $h'(c, i, c + 1)$ satisfies the property that, though some of the $h'(c, i, c + 1)$'s may be undefined, for some $j, k$, $1 \leq j < k \leq n$, if both $h(c, j, c + 1)$ and $h(c, k, c + 1)$ are defined, then $h(c, j, c + 1) \leq h(c, k, c + 1)$. We make the application of Lemma 4 at this stage clearer, by showing the correspondence between the parameters here and those in Lemma 4. The sequence $\mathcal{O}$ corresponds to the set $S(c + 1, c + 1)$, the values $v_i$ correspond to $h'(c, i, c + 1)$. And, the monotonically closed ordered intervals $[\text{left}_i, \text{right}_i]$ correspond to $F(c + 1, i, c + 1)$.

(b) Computation of $S(c_1, c_2 + 1)$. At this stage, we already have $h(c, i, c + 1)$, $l(c, i, c + 1)$, for all $i$, $0 \leq i \leq n$. If we eliminate from $S(c, c)$ all those elements not contained in any of the intervals $[h(c, i, c + 1), l(c, i, c + 1)]$, for all $i$, $0 \leq i \leq n$, then we get $S(c, c + 1)$. All that remains is the computation of the complement of the set of intervals, since, once it is computed, it can easily be eliminated from $S(c, c)$ to generate $S(c, c + 1)$. Using Lemma 6, this can be done in $O(\log n)$ time with $O(n/\log n)$ processors in the EREW-PRAM model. The correspondence between the parameters here and those in Lemma 6 are as follows: the sequence $\mathcal{O}$ corresponds to $S(c, c)$, the monotonically closed ordered intervals $[\text{left}_i, \text{right}_i]$ correspond to $F(c, i, c + 1)$.

**Proposition 3.** For a given $c$, $0 \leq c < n$, using $D[c, c]$ and $D[c + 1, c + 1]$ we can compute $D[c, c + 1]$ in $O(\log n)$ time using $O(n/\log n)$ processors in the EREW-PRAM model. □

Given $D[c_1, c_2]$ and $D[c_2, c_3]$ the computation of $D[c_1, c_3]$, $0 \leq c_1 < c_2 < c_3 \leq n$. To compute $D[c_1, c_3]$, it is necessary to compute $S(c_1, c_3)$ and $h(c_1, i, c_3)$, $l(c_1, i, c_3)$, for all $i$, $0 \leq i \leq n$. First, we show how to compute $h(c_1, i, c_3)$, for all $i$, $0 \leq i \leq n$, (the computation of $l(c_1, i, c_3)$ being similar, its description is omitted) and then once $h(c_1, i, c_3)$ and $l(c_1, i, c_3)$ have been computed for all $i$, $0 \leq i \leq n$, we show how to compute $S(c_1, c_3)$.

(a) Computation of $h(c_1, i, c_3)$, for all $i$, $0 \leq i \leq n$. It is easily seen that:

$$h(c_1, i, c_3) = \text{Minimum}\{h(c_1, j, c_3) \mid 0 \leq j \leq n \land N(j, c_3) \in F(c_2, i, c_3)\} \quad (3)$$

Using Eq. (3) and Lemma 4, the computation of $h(c_1, i, c_3)$, for all $i$, $0 \leq i \leq n$, can be done in $O(\log n)$ time with $O(n/\log n)$ processors in the EREW-PRAM model. To make this clearer we explain the correspondence between the parameters here and those in Lemma 4. The sequence $\mathcal{O}$ corresponds to the set $S(c_2, c_3)$, the values $v_i$ correspond to $h(c_1, i, c_3)$, for those $i$, for which $N(j, c_3) \in S(c_2, c_3)$. And, the monotonically closed ordered intervals $[\text{left}_i, \text{right}_i]$ correspond to $F(c_2, i, c_3)$. 


(b) Computation of $S(c_1, c_2)$. At this stage, we already have $h(c_1, i, c_2), l(c_1, i, c_2)$, for all $i, 0 \leq i \leq n$. If we eliminate from $S(c_1, c_2)$ all those elements not contained in any of the intervals $[h(c_1, i, c_2), l(c_1, i, c_2)]$, for all $i, 0 \leq i \leq n$, then we get $S(c_1, c_2)$. All that remains is the computation of the complement of the set of intervals since, once it is computed, it can easily be eliminated from $S(c_1, c_2)$ to generate $S(c_1, c_3)$. Using Lemma 6, this can be done in $O(\log n)$ time with $O(n/\log n)$ processors in the EREW-PRAM model. The correspondence between the parameters here and those in Lemma 6 are as follows: the sequence $O$ corresponds to $S(c_1, c_2)$, the monotonically closed ordered intervals $[\text{left}_i, \text{right}_i]$ correspond to $F(c_1, i, c_2)$.

**Proposition 4.** For a given $c_1, c_2$ and $c_3$, $0 \leq c_1 < c_2 < c_3 \leq n$, using $D[c_1, c_2]$ and $D[c_2, c_3]$, we can compute $D[c_1, c_3]$ in $O(\log n)$ time using $O(n/\log n)$ processors in the EREW-PRAM model.

3. Parallel Algorithm

Informally, the algorithm first constructs the graph and computes $D[c, c]$ for all $c$ such that $0 \leq c \leq n$. It then computes $D[0, \log n], D[\log n, 2\log n], \ldots, D[\lfloor n/\log n \rfloor, n]$ by repeated application of Propositions 3 and 4. Finally, it uses recursive doubling in conjunction with application of Propositions 3 and 4 to compute $D[0, n]$, and checks whether $N(0, 0) \in F(0, n, n)$.

**Input** → $X \in \Sigma^{2n}, Y, Z \in \Sigma^n$.

**Steps** →

1. Construct the required directed graph.
2. Compute $D[c, c]$, for all $c, 0 \leq c \leq n$.
3. Compute $D[c, c+1]$, for all $c, 0 \leq c \leq n-1$.
4. For $i = 1$ to $\lfloor n/\log n \rfloor$
   
   For $j = 0$ to $\log n - 2$
   
   use $D[i \log n, i \log n + j + 1]$ and

   $D[i \log n + j + 1, i \log n + j + 2]$ to compute

   $D[i \log n, i \log n + j + 2]$.

   end.

   end.

5. For $i = 1$ to $\lceil \log(\lfloor n/\log n \rfloor) \rceil$
   
   For $j = 0$ to $\lfloor (\lfloor n/\log n \rfloor)/2^i \rfloor$
   
   use $D[2j 2^{i-1} \log n, (2j + 1) 2^{i-1} \log n]$ and

   $D[(2j + 1) 2^{i-1} \log n, (2j + 2) 2^{i-1} \log n]$ to compute

   $D[j 2^i \log n, (j + 1) 2^i \log n]$.

   end.

6. Output YES if $h(0, n, n) = 0$, else output NO.

**Output** → YES if $X$ is a shuffle of $Y$ and $Z$, else NO.
Theorem 1. The string shuffle problem can be solved in $O(\log^2 n)$ time using $O(n^2/\log^2 n)$ processors in the EREW-PRAM model.

Proof. Follows from Propositions 1, 2, 3 and 4. ∎

4. Conclusion

We have been able to optimally decompose the dynamic programming based solution (which has $O(n^2)$ sequential complexity) in $O(\log^2 n)$ time with $O(n^2/\log^2 n)$ processors in the EREW-PRAM model by avoiding the transitive closure bottleneck. We did this by using certain special properties of the underlying graph to solve the corresponding path problem efficiently. However, the best known sequential algorithm has complexity $O(n^2/\log n)$. It remains to be seen if we can solve the string shuffle problem (also known as the merge recognition problem) with the processor time product matching the best sequential bound. It also remains a tantalizing open problem to establish a non-trivial lower bound for this problem (both sequential as well as parallel), as the gap between the algorithmic complexity (namely $O(n^2/\log n)$ and the trivial lower bound ($O(n)$) is pretty wide.
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