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Abstract

DNA micro-array technology has tremendously accelerated the pace of identification of
critical DNA sequence motifs in both prokaryotic and eukaryotic organisms. Sophisticated
statistical algorithms, such as the Hidden Markov Model, have been applied to the problem
of discovering motifs. Such algorithms have been implemented in a number of bioinformatics
software tools including Gibbs Motif Sampler, AlignACE, BioProspector, and CONSENSUS.
These computer programs have been successfully used to identify co-regulated genes in bac-
teria and yeast. However, these bioinformatics tools differ markedly in their output formats
as well as differing in the semantics of their results. As a result there is no systematic frame-
work that facilitates efficient data exchange, querying, consistency checking and merging of
DNA motif profiles, especially when the profiles originate from several sources. We propose
a novel language that can address these critical problems such that motif profiles from dif-
ferent species identified using different software tools and algorithms can be integrated and
compared with each other as well as with data formatted in other bioinformatics languages.
The proposed language also addresses the problem of representing interactions among regu-
latory regions so that they can be simulated and visualized. The adoption of such a language
will expedite and formalize the process of uncovering and annotating co-regulated genes at
different developmental stages and can bring new insights into our current understanding of

biopathways.



1 Introduction

Because experimental approaches are increasingly capable of providing reliable data per-
taining to gene regulation, theoretical models are becoming important in the understand-
ing and manipulation of such processes. Delineation of the transcriptional networks con-
trolled by transcription factors is a major goal of functional genomics (Wen et al., 1998,
Tavazoie et al., 1999).

One may consider the arrangement of transcription factor (TF) binding sites to be “sen-
tences of words” encoded in the DNA for controlling such important biological functions
as cell growth, proliferation and differentiation. The core “words” of these “sentences” are
the DNA binding motifs for their respective TFs. Expression data generated from micro-
array studies, in conjunction with a comprehensive collection of genes from genomic sequence

resources, promises to accelerate the discovery of new motifs.

1.1 Promotors and Transactivation

Theoretically, in a simplified way one can describe the relationship between promoter region
and transactivation of a given gene as follows:
The promoter activity P (measured as transcription rate) of a given gene is a function f

of the input configuration vector C which describes occupancy of the regulatory sites:



C = (My,M,,...,M,), wheren is the number of motifs in the promotor region
M; = A{pi1,p2,...,px} 1is the occupancy state of motif ¢ with proteins py, po, . ..

M; = {} means that the site is unoccupied.

Thus, a configuration could be: C = ({aa}, {b}), indicating that site M; is bound by a
dimer of protein a, and site M5 is bound by protein b. The function f fully characterizes the
“promoter logics” by mapping each input configuration C into a value of P.

In reality, f is not known. Information about the functional relationship between the
regulatory regions is usually very sparse, since the elucidation of such relationships requires
tedious experimentation. One well characterized example is the regulation of Endol6 gene
in sea urchin (Yuh et al., 1998).

A complete description would require the molecular testing of all configurations C by
experimental controlling the presence or absence of the individual transcription factors and
associated proteins. This can in principle be done by genetic manipulation of the cell or the
organism, e.g., by gene knockout mutants or overexpressing transgenic mutants. Clearly, a
systematic analysis with such experiments is currently beyond the scope of available tech-
niques.

It is simpler, to characterize promoter regions at the DNA level. Although such ap-
proaches are crude and rely on artificial situations, some valuable information on the func-
tional relationships can be obtained. Hereby, motifs an artificial promoter/reporter gene
construct are mutated within instead of controlling the transcription factor availability. This
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manipulation at the DNA level is routinely used to functionally characterize regulatory re-
gions. Thus, for a long time to go, any annotation of motif interactions will have to capture
the partial knowledge provided by this type of promoter analysis and reflect the experimental
data given the technical limitations, rather represent the complete “true” relationships as
discussed above theoretically.

The type of information that is available from the current type of promoter analysis
essentially reduces the scope of functional interactions that can represented in MotifML to

the following:

1. Interaction at DNA level

(a) Deletion mutants

If one motif (M;) is deleted, how is P affected? This is specified by a numerical
value giving the increase / decrease factor. If the experiment shows that P is
reduced to close to zero, then M; can be labeled as a motif that is necessary for

transactivation.

(b) Independent reporter gene activation

Has a short DNA stretch containing just the motif M, or oligomers thereof, been
shown to drive transactivation of a reporter gene, constitutively (basal value of
P) or conditionally (inducible value of P)? If yes, then the said motif can be

labeled as sufficient to drive basal, or conditional expression, respectively.



(c) Cooperativity
Is the value of P(M, Ms) significantly larger than P(M;) + P(Ms)? If experi-
ments exist that show this, then the motifs M7, and M, can be assigned the label
“cooperative interaction”.

(d) Inhibition
The presence of a motif, M}, at a certain position relative to M; could be inhibitory
for the function of M;. This would experimentally be evidenced in deletion mu-
tants in which the deletion of M} would increase the value of P. One example of
such “silencers” are the apparent NRDs (negative regulatory domains) of inter-
feron genes. However, in eucaryotes, most inhibition is actually mediated by the
binding of alternative (non-activating) factors to an otherwise activating site, for
instance, IRF-2 binding to ISRE instead of IRF-1. Thus, the functional relation-

ship is determined at the protein level.

2. Interaction at protein level

As mentioned above, experimental data on the interaction of transcription factors and
their functional consequences are sparse. Still, some type of information is available,

allowing annotation of motifs for the following categories of interaction:

(a) Identity of binding proteins
A motif can be annotated with the set of proteins that have been shown to bind
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to the motif in gel shift experiments.

(b) Physical protein-protein interaction
In some cases two adjacent motifs M; and M, exhibit a functional interaction
because the proteins physically interact. For the annotation of such protein-
protein an experimental demonstration of the protein(-DNA)-complex is needed.
Protein-protein interactions can occur in the absence or (only) in the presence of
DNA. The latter case typically is associated with cooperativity (see DNA level
interaction). For the protein-protein interaction, one might envisage an interface

with protein-interaction databases.

The following are the general principles that were considered in our annotation efforts to

bridge the gap between the motifs of individual genes and higher level biological function:

(1) The identity of the transcription factor that binds to the motif.

(2) The existence of alternative binding proteins that can inhibit/attenuate the transcrip-

tion.

(3) The conformation of the transcription factor that binds to the motif, monomer, ho-

modimer or heterodimer.

(4) Whether there is positive feedback or pleiotropy. This principle is especially important.
It provides the basic information with which in the future genetic circuits and networks

can be built.



(5) The biological significance.

1.2 The Goals of MotifML

Although the binding specificity of TF is often expressed by means of a consensus sequence,
a position weight matrix (PWM) is usually more appropriate. The PWM assigns a weight to
each possible nucleotide at each position within the site, reflecting the frequency with which
the given nucleotide occurs at the given position. The score of a particular site is obtained by
summing the corresponding weights. This captures more information than an oversimplified
consensus, and has a sound foundation in both statistics (representing likelihood ratios) and
thermodynamics (representing binding energies).

While there are experimental methods to identify regulator elements, they are expensive,
time consuming and technically difficult. Thus, computational methods exploiting the vast
databases of DNA sequences generated from the genome sequencing projects are an attractive
alternative. Recently statistical models have been developed to quantitatively model the
clustering of sites often seen in regulatory regions. The most successful statistical model
has been the Hidden Markov Model (HMM), in which the hidden state signals whether the
current nucleotide is or is not within a regulatory region. Within regulatory regions the
model expects shorter average spacing between sites, so that clusters of sites are more likely
to be modeled as a regulatory region. A number of computer programs are available based
on the HMM, and the currently most popular ones include AlignACE, Gibbs Motif Sampler,

BioProspector and CONSENSUS.



The various motif-searching tools described above differ from one another not only in
their algorithms for motif identification but also in their output formats. This makes it
difficult to compare and combine their respective results. We therefore are proposing a
general knowledge representation language MotifML that can be the basis for an integrated
framework. The MotifML language can not only encode every type of motif, but it can also
compare and combine motifs. We present the MotifML language as well as a prototype
graphic user interface (GUI) that can be used to facilitate reasoning about the genetic
regulatory circuitry and that is amenable to efficient computation.

The specific goals of MotifML are:

To allow the full specification of all experimental information known about motifs;

To provide an extensible framework for this annotation;

To provide a common vehicle for exchanging the motif information; and

To allow reasoning (i.e., inference), querying, consistency checking and merging of

experimental information about motifs from diverse sources.

Having represented information, it is important for it to be easily retrievable. This is
most commonly done via query processing. Because of the complex nature of biological
information, it is necessary to allow for the system to infer information that is not explicitly

stored. The most common form of inference is specialization/generalization (also called



subsumption), but part-whole relationships and other relationships are also important for
inference. Inference is also called reasoning.

Although support for reasoning is essential, information must have high quality for in-
ference to be dependable. In particular, the information must be consistent. If information
is inconsistent, then anything may be inferred, and so no conclusions (including the results
of queries) can be trusted.

Another important aspect of reasoning for biological information is that much of it is not
completely certain. Issues such as trust and belief are also important. Reasoning using such
information must take into consideration the degree of certainty of the statements and must
propagate this certainty to conclusions based on the statements. When there are conflicting
statements, they must be reconciled by adjusting their certainty levels. Trust and belief can
also be propagated in this way.

Merging information from diverse sources is especially difficult because of the likelihood
of inconsistencies. Introducing measures of certainty, trust and belief, is a mechanism for

reconciling such conflicts.

1.3 Ontologies

In order to store biological knowledge it is necessary to represent it in a computer-compatible
fashion. This is a special case of data storage in general. The structure of the data in a
database is defined by its schema. The schema for a knowledge-based system is called its

ontology. An ontology is an explicit, formal, machine-readable semantic model. We were
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responsible for some of the earliest work on the specification of biological ontologies and
the automated annotation of biological documents, as discussed in (Baclawski et al., 1993a,
Baclawski et al., 1993b, Hafner et al., 1994). We were also among the first to address the
problem of visualizing knowledge representations both in general and for biological knowledge
in particular (Baclawski et al., 2000).

To specify an ontology one must have an ontology specification language. There are
currently many ontology specification languages. We discuss and compare these languages
in section 2 below. The increasing interest in ontologies is driven by many forces, but one that
is rapidly gaining momentum is the emergence of web-enabled agents (McGuinness, 2001).
These agents can reason about and dynamically integrate the appropriate knowledge and
services at run-time based on formal ontologies. Ontologies are also the basis for the Semantic
Web which has been proposed in (Berners-Lee et al., 2001). We have been developing tools
for constructing and checking ontologies in general, but especially the ontologies used by the

Semantic Web (Baclawski et al., 2001a, Kogut et al., 2002, Kokar et al., 2001).

2 Methods

To achieve the goals of MotifML, it is necessary to design a language that can effectively
specify experimental information about motifs. In this section this language is designed.
The syntax and semantics are available online at (MotifML, 2002). In section 3 it is shown

that the goals have been achieved by mapping the output of a major motif-related system
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to the MotifML language.

There are many possibilities for designing a language. However, the requirement that the
language be extensible and a common vehicle for exchange of motif information limits the
choices to languages supported by the World Wide Web (WWW). The WWW has become
the de facto common platform for the exchange of any kind of data. Nevertheless, there are
still many choices even within the languages supported by the WWW. The eXensible Markup
Language (XML) is a “language of languages” that permits the definition of markup lan-
guages. Each XML language is defined by a Document Type Definition (DTD) that specifies
what kind of elements can appear in a conforming document, what attributes each element
may have and how elements can be contained within each other. XML documents can be
deep and semantically rich. A single XML document can contain numerical data, text and
sequence information, all of which are tagged so that the meaning of every item of informa-
tion in the document is unambiguously specified. XML is a recommended standard of the
WWW for data interchange (W3C, 2001a). Many tools are being developed for XML, and
XML parsers are readily available. Furthermore, a powerful XML transformation language
called XSLT (W3C, 2001c), has been developed. XSLT that can be used to transform XML
documents from one DTD to another DTD, as well as to query XML documents for specific
information. Many XSLT tools are available both commercially and in the public domain.

Many XML languages have now been developed for biomedical information of various

kinds, such as BioML, CellML, Bioinformatic Sequence Markup Language (BSML), System
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Biology Markup Language (SBML), DNA Markup Language (DNAML), and so on. These
languages offer a solution for storage and interchange of data in a uniform and automatically
parseable format (Barillot and Achard, 2000). However, in spite of the many advantages of

XML over languages and formats that preceded it, there are still many limitations:

(1) It is very difficult to extend an XML DTD. Tools that recognize and process a particular
XML DTD can only recognize extensions that are already provided by the original

design of the language. Unanticipated extensions cannot be processed.

(2) Linking information in different documents is difficult, even when documents use the
same DTD. If the documents use different DTDs, such links are even more difficult

and may be impossible.

(3) Merging information from different markup languages is difficult.

(4) XML does not support general relationships such as many-to-many relationships.

Recognizing these limitations, the WWW has been engaging in the development of new
XML-based languages. The most recent proposal is called the Web Ontology Language
(OWL) (Smith et al., 2002). OWL is an emerging standard for ontologies and knowledge rep-
resentations, based on the Resource Description Framework (RDF) (Lassila and Swick, 1999)
and the DARPA Agent Markup Language (DAML) which is the immediate predecessor of
OWL. Many tools have been and are being developed for OWL. The following are some of
the features supported by OWL:
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(1) OWL is declarative and formally defined.

(2) It is easy to create OWL documents using readily available tools.

(3) OWL is compatible with commonly used network formats and protocols, especially

with the formats and protocols of the WWW.

(4) OWL is interoperable with existing biomedical languages and formats, especially those

based on XML.

(5) It is easy to extend a OWL-based language.

(6) One can use OWL to link items anywhere on the WWW, not just within the same

document and same DTD as in XML.

(7) There is a mechanism for merging information from different sources.

(8) RDF and OWL fully support specialization/generalization hierarchies.

(9) RDF and OWL support arbitrary relationships, including many-to-many relationships.

OWL was developed for ordinary logical assertions and facts. For numerical and data for-
matting constraints, it uses XML Schema Part 2 (W3C, 2001b).

In order to interoperate with the many algorithms that can be used to find motifs, the
various formats must be transformed into a common format. This is done using transfor-

mations tools. When the source format is in a text format, such as the output formats of
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AlignACE, Gibbs Sampler, CONSENSUS and BioProspector, we use Perl scripts to trans-
form the output to MotifML. Transforming MotifML to other formats is accomplished by

using XSLT (W3C, 2001c¢).

3 Results

The top-level taxonomy of MotifML is shown in Figure 1. MotifML imports other, more
generic, ontologies for biology that are not shown in this Figure. Some concepts, such as
Gene are also defined in one of the imported ontologies, and this concept is equivalent to
the one in the imported ontology.
[Approximate location of Figure 1.]

The ontology also contains many attributes and relationships, some of which are shown
in Figure 2. For simplicity, inherited attributes are not shown. The detailed constraints on
the various relationships were also not shown.

[Approximate location of Figure 2.]

3.1 Examples of Motifs

An example of part of a typical motif (found by BioProspector) is shown in Figure 3. This
particular motif is a regulatory motif for a gene coding for the HSP70 heat shock protein.
The rows in the top table represent probability distributions on the DNA bases, each row
being one position in the motif. Later rows show particular examples of regulatory regions

of specific genes. The corresponding MotifML representation is shown in Figure 4. Although
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this particular motif is ungapped, the MotifML representation supports gapped motifs.
[Approximate location of Figure 3.]
[Approximate location of Figure 4.]

An example of the graphic user interface for MotifML is shown in Figure 5.

[Approximate location of Figure 5.]

3.2 Consistency Checking and Uncertainty Propagation

As discussed in the goals for MotifML in Section 1.2, it is important for information to be
consistent. Checking consistency is, in general, very difficult. Computationally, consistency
checking is undecidable, meaning that there is no algorithm that can check consistency in
a finite amount of time. Nevertheless, there are techniques that can effectively check con-
sistency in all cases. The ConsVISor consistency checking tool (Kokar et al., 2001) is an
example of such a tool that was designed for checking consistency of information expressed
using a OWL ontology.

Specifying uncertainties and the propagation of uncertainty in knowledge-based systems
has also been addressed by the authors. This is done by first expressing the information
without uncertainty. This is known as the crisp formulation. In other words, one makes
statements as if they were definitely and unambiguously known to be true. One then chooses
an ontology for expressing uncertainty. There are several frameworks for uncertainty from
which one can choose. For example, classical probabilistic uncertainty has excellent theoret-

ical and empirical foundations. However, it does not handle complex situations very well.
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The simplifications (such as independence assumptions and prior distributions) that are typ-
ically assumed, negate much of the theoretical justification for this framework. Another
example is fuzzy reasoning. This approach scales much better to complex situations, but it
is not as well founded as probabilistic uncertainty. There are still other frameworks such as
Dempster-Shafer belief theory.

MotifML is currently configured to use probabilistic uncertainty. The ontology for any
form of uncertainty requires that one define the propagation of uncertainty for the following

operations:

1. Propagation via inference (if-then) rules.

2. Boolean operations (AND, OR, NOT).

3. Arithmetic operators.

4. Type-specific operations that are not easily expressed using arithmetic operations.

Propagation via inference rules is most commonly formalized using conditional events as
in (Goodman et al., 1997). The other operators mentioned above have been formalized for
fuzzy logic in (Li et al., 1999).

One must generally make assumptions about the dependencies among events to make the

fusion computations possible. Common assumptions include:

1. Independence assumption. This is often a reasonable estimate even when independence

is not known.
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2. Conservative assumption (lower bound).

3. Liberal assumption (upper bound).

Independence is assumed unless there is an explicitly stated dependence (inhibitory or co-
operative) as discussed in Section 1.1.

Some examples of inconsistencies that can be discovered and resolved include:

1. Misspellings (typos). One might, for example, incorrectly enter the name of a tran-
scription factor. These are difficult to distinguish from similarly named transcription
factors that are actually different. As a result they are handled by printing warnings

which the experimenter must check manually.

2. Motifs generated from the same data set by different algorithms. The algorithms use
very different assumptions, so they can produce markedly different results. These and

the next two are resolved by combining uncertainties as discussed above.

3. Motifs generated from different data sets by the same algorithm.

4. Motifs generated by different runs on the same data set using the same algorithm.
These are not usually so marked, and they are already handled by probability estimates

produced by the algorithm.

5. Combinations of several of the above sources of inconsistency.
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4 Discussion

Precise analysis of the genetic network, gene function and transcription regulation requires
accurate prediction of TF binding motifs. we have presented a motif representation language
for the results of four different programs that have enjoyed widespread use in the computa-
tional biology field: AlignACE, Gibbs motif sampler, BioProspector, and CONSENSUS. It is
currently difficult to use more than one of these programs effectively because the algorithms
used by popular programs all use incompatible formats and semantics.

MotifML offers a solution to store and describe data in a uniform and automatically
parseable format. Although several other XML-based bioinformatics markup languages are
currently available, such as the CellML, Bioinformatic Sequence Markup Language (BSML),
and System Biology Markup Language (SBML), none of them can handle the heterogeneity
present in the data of motif discovery. The key feature of MotifML is in categorizing and
defining the motif data found by different motif searching algorithms in a context-insensitive
manner. Furthermore, MotifML can support probabilistic inference, thus enhancing its value
in “knowledge mining” information dealing with genetic regulatory circuitry.

[Approximate location of Figure 6.]

In Figure 6 we give a diagrammatic illustration of this process. Each of the three major
columns represents either a step in a time course in the evolution of a cell type or (more
commonly) cells from several individuals. The two minor columns in each major column
represent multiple cell lines. The next two rows represent mRNA extraction and reverse
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transcription to cDNA. The cDNA is then hybridized to produce micro-array data, which is
clustered to obtain correlations. These correlations are then processed to find regions that
are coregulated by the same transcription factor, i.e., the motifs. The motifs may be found
using one of the many motif discovery algorithms such as Gibbs Motif Sampler, AlignACE,
BioProspector, and CONSENSUS discussed above. Each of these produces an output file.
The output files are then converted to MotifML and merged into a single knowledge repre-
sentation. The topology of genetic regulation may then be viewed and navigated using the
MotifML tool. MotifML furnishes a uniform language for relating the knowledge discovered
in these parallel strands. When combined with our PathML language for biomedical path-
ways (Baclawski et al., 2001b), MotifML supports basic research for formulating and testing
scientific hypotheses concerning genetic pathways. The ultimate goal is to find methods for
treating and curing diseases. MotifML and PathML are intended to be an infrastructure for
biomedical hypothesis generation and testing.

One of the major goals of our efforts is the modeling transcriptional regulatory networks
in eukaryotes. Such models would allow for online dynamic simulations of transcriptional
regulatory networks based on MotifML knowledge representations. We also plan to extend
MotifML to incorporate richer dynamic models and forms of uncertainty for transcriptional
regulatory networks as well as to support semantic links with other biological markup lan-
guages. Finally, we will make our tools freely available to the community and to support

distributed annotation over the Web, as in Lincoln-Stein and Open-Bio.
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Bioinformatics is the confluence of both computational and biological disciplines. This
prototype was designed to allow a multidisciplinary approach to the use of bioinformatics
in order to engage in scientific inquiry in the discovery of information related to protein-
binding motifs. Providing the option to select both file and format enables the user to direct
access control. Providing full customizability of the code enables the programmer to direct
processing control. At the final stage, providing an interactive visual display of biological
information enables the scientist to direct decisional control. Allowing each type of user the
ability to select and customize the process improves the chances of usefulness of the product

as well as potentially decreasing the time and cost of the investigation (Schneiderman, 1998).

5 Future Directions
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Figure 2: MotifML attributes and relationships
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Motif #1:
sk ok sk ok ok ok sk sk ok ok ok ok ok ok ok k ok ok sk ok sk ok sk ok sk ok sk ok ok

Width (14, 0); Gap [0, 0]; MotifScore 2.698; Segments 34;PValue 3.090950e-40

Blk1l A G C T Con 1rCon Deg rDeg
1 0.00 0.21 0.21 0.59 T A T A
2 0.00 0.44 0.50 0.06 C G S S
3 0.70 0.29 0.00 0.00 A T R Y
4 0.32 0.62 0.00 0.06 G C R Y
5 0.03 0.00 0.97 0.00 C G C G
6 0.00 0.00 1.00 0.00 C G C G
7 0.85 0.09 0.03 0.03 A T A T
8 0.88 0.12 0.00 0.00 A T A T
9 0.03 0.00 0.03 0.94 T A T A
10 0.03 0.09 0.88 0.00 C G C G
11 0.70 0.12 0.18 0.00 A T A T
12 0.06 0.53 0.41 0.00 G C S S
13 0.44 0.00 0.56 0.00 C G M K
14 0.21 0.59 0.18 0.03 G C G C
Seq #1 seg 1  r998 TCATCCAATCAGAG

Seq #2 seg 1 o1 TCAACCGAACAGAA

Seq #3 seg 1 1638 TCGACCAATCAAAA

Seq #4 seg 1 ri168 TTAGCCAATCAGCA

Seq #5 seg 1 r259 TTAGCCAATCAGCA

Seq #6 seg 1  r588 CCAACCAATCCGAC

Seq #7 seg 1 191 GCAGCCAGTCCCAG

Seq #8 seg 1  r238 GCAGCCAGTCCCAG

Seq #9 seg 1 1274 TGAGCCAATCACCG

Seq #9 seg 2 r358 TGGACCAATCAGAG

Seq #10 seg 1  f421 CGGACCGATCCGCC

Seq #11 seg 1 r206 CCAGCCAATCAGCC

Seq #12 seg 1 £107 TCAGCCAGCCGCCG

Seq #13 seg 1 r218 CCAGCCCATCAGAC

Seq #14 seg 1  r148 CCGGCCAATCGCCG

Seq #15 seg 1  r1491  CCAGACAGTCCCAA

Seq #16 seg 1  r274 TGAGCCAATCACCG

Seq #16 seg 2  r358 TGGACCAATCAGAG

Seq #17 seg 1 f1 GGATCCTATGAGCC

Seq #18 seg 1 r31 GCGGCCGATCAGCC

Seq #19 seg 1 r357 TGGACCAATCAGAG

Seq #19 seg 2 r273 TGAGCCAATCACCA

Seq #20 seg 1 r275 TGAGCCAATCACCG

Seq #20 seg 2  r359 TGGACCAATCAGAG

Seq #21 seg 1 r274 TGAGCCAATCACCG

Seq #21 seg 2 r358 TGGACCAATCAGAG

Seq #22 seg 1  r378 TCAGCCAATCACAA

Seq #23 seg 1 f1113  CCGGCCAATCGACG

Seq #24 seg 1  r1551  TCAGCCAATAGCAG

Seq #25 seg 1  r345 GGAACCAATCAGCG

Seq #25 seg 2 1262 TCAGCCAATGACCG

Seq #26 seg 1 ril73 GGAGCCAATCCGCT

Seq #27 seg 1  r343 GGAACCAATCAGCG

Seq #27 seg 2 r261 TCAGCCAATGACCG

3k 3k 3k >k 3k ok 5k ok 3k 3k 3k 3k >k 3k %k 3k %k >k %k >k %k 5k %k %k %k %k %k *k 5k k

Figure 3: Example of a motif in tabular format as produced by BioProspector
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<?xml version="1.0"7>
<rdf :RDF
xmlns:rdf ="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xmlns:daml="http://www.daml.org/2001/03/daml+oil#"
xmlns:xsd ="http://www.w3.org/2001/XMLSchema#"
xmlns:mml ttp://baclawski.com/motifml#">
<Motif rdf:ID="Motifl" sourceAlgorithm="#BioProspector">
<sequence rdf:parseType="daml:collection">
<FuzzyDNA C="0.21" G="0.21" T="0.59">
<FuzzyDNA C="0.50" .44" T="0.06">

<FuzzyDNA .7o" .29">
<FuzzyDNA .32" .62" T="0.06">
<FuzzyDNA .03" L97">
<FuzzyDNA .00"
<FuzzyDNA .85" .03" G="0.09" T="0.03">
<FuzzyDNA .88" L12">
<FuzzyDNA .03" .03" .94">
<FuzzyDNA .03" .88" .09">
<FuzzyDNA .70" .18" 12>
<FuzzyDNA .06" 41" .B3">
<FuzzyDNA 44" .56">
<FuzzyDNA 21" .18" G="0.59" T="0.03">
</sequence>
</Motif>

<RegulatoryRegion regionStartPosition="-998" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf :resource="Genel"/>
<sequence>TCATCCAATCAGAG</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-91" genomicDirection="#forward">
<motif rdf:resource="Motifi"/>
<regulates rdf:resource="Gene2"/>
<sequence>TCAACCGAACAGAA</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-638" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf:resource="Gene3"/>
<sequence>TCGACCAATCAAAA</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-168" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf:resource="Gene4"/>
<sequence>TTAGCCAATCAGCA</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-259" genomicDirection="#reverse">
<motif rdf:resource="Motifi"/>
<regulates rdf:resource="Gene5"/>
<sequence>TTAGCCAATCAGCA</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-588" genomicDirection="#reverse">
<motif rdf:resource="Motifi"/>
<regulates rdf:resource="Gene6"/>
<sequence>CCAACCAATCCGAC</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-91" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf :resource="Gene7"/>
<sequence>GCAGCCAGTCCCAG</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-238" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf :resource="Gene8"/>
<sequence>GCAGCCAGTCCCAG</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-274" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf:resource="Gene9"/>
<sequence>TGAGCCAATCACCG</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-358" genomicDirection="#reverse">
<motif rdf:resource="Motif1"/>
<regulates rdf:resource="Gene9"/>
<sequence>TGGACCAATCAGAG</sequence>

</RegulatoryRegion>

<RegulatoryRegion regionStartPosition="-421" genomicDirection="#forward">
<motif rdf:resource="Motif1"/>
<regulates rdf:resource="Genel0"/>
<sequence>CGGACCGATCCGCC</sequence>

</RegulatoryRegion>

Figure 4: MotifML representation of a motif
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Figure 5: Example of the MotifML Graphic User Interface
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Figure 6: Knowledge Mining of the Genetic Regulatory Circuitry
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