CS 7150: Deep Learning — Summer-Full 2020 — Paul Hand

HW 1
Due: Wednesday May 27, 2020 at 11:59 PM Eastern time via Gradescope

Name: [Put Your Name Here]
Collaborators: [Put Your Collaborators Here]

You may consult any and all resources. Note that these questions are somewhat vague by
design. Part of your task is to make reasonable decisions in interpreting the questions. Your
responses should convey understanding, be written with an appropriate amount of precision,
and be succinct. Where possible, you should make precise statements. For questions that require
coding, you may either type your results with figures into this tex file, or you may append a pdf
of output of a Jupyter notebook that is organized similarly. You may use PyTorch, TensorFlow,
or any other packages you like. You may use code available on the internet as a starting point.

Question 1. Is a 1 x 1 convolution operation the same as scaling the input by a single scalar constant?
Explain. If the answer is sometimes yes, then make sure to explain when it is and when it isn’t.

Response:

Question 2. Show that optimization problem resulting from logistic regression is convex in the model
parameters.

Response:

Question 3. Train a convolutional neural network for classification on the CIFAR10 dataset.

(a) Clearly convey the architecture and training procedure of your network using a figure and
text.

Response:
(b) Evaluate the performance of your network.
Response:

(c) Select three feature maps (channels) in three different layers of your network and visualize
the content/structure within input image(s) that lead to large activation values of those
feature maps. You may use any algorithm you like to do this. Clearly convey the algorithm
you used.

Response:

Question 4. Perform experiments that show that BatchNorm can (a) accelerate convergence of gradient
based neural network training algorithms, (b) can permit larger learning rates, and (c) can lead to better
neural network performance.


http://khoury.northeastern.edu/home/hand/teaching/cs7150-summer-2020/index.html
https://www.gradescope.com/courses/127111
https://www.cs.toronto.edu/~kriz/cifar.html

Clearly explain your experimental setup, results, and interpretation.
(a) Response:
(b) Response:

(c) Response:



