



                 Architectural Elements of Neural Networks
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A neural network is a parameterized function from input to output. 
 
 
 
 
 
It consist of a series of linear and nonlinear layers 
 
 
 
 
 
Output could be of lower or higher dimension than input.



Examples:

















Linear layers and bias term 
 
 
 
Multi-layer Perceptron (MLP) 
 
 
 
 
 
 
 
Exercise: The default resolution on some cell phone cameras is 4032 x 3024. 
Suppose you had a MLP that maps such a photograph to a hidden layer with 
1000 neurons and then maps that to an output layer with 10 neurons.  How 
many parameters (weights and biases) would there be?  Assume there are no 
parameters in the activation functions. 


# input pixels=12.2Million
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Probability model corresponding to a neural network used for classification
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Should I build a network that outputs logits or probabilities? 
 
Generally speaking, prefer logits, as probability output may yield numerical issues






















































































































































How do you select an activation function?













Reference: He et al., 2015 “Delving Deep into Rectifiers: Surpassing Human-Level 
Performance on ImageNet Classification”
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Terms: Kernel, Filter                How to choose kernel size? 
 
 
 
Terms: Channels, Activation Maps, Feature Map
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Each output channel has its own learned filter 
 
 
 
Terms: Stride, Padding 
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Principles of Convolution layers: Locality, translation invariance 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Terms:   Receptive Field 
 
For a given output neuron, the receptive field is the set of input neurons that affect it 
 
How many parameters in a 2d convolution layer with bias have? 
 









What would a corresponding fully connected layer have?
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view rawlenet_network.py hosted with ❤ by GitHub
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class LeNet5(nn.Module):

    def __init__(self, n_classes):

        super(LeNet5, self).__init__()

        

        self.feature_extractor = nn.Sequential(            

            nn.Conv2d(in_channels=1, out_channels=6, kernel_size=5, stride=1),

            nn.Tanh(),

            nn.AvgPool2d(kernel_size=2),

            nn.Conv2d(in_channels=6, out_channels=16, kernel_size=5, stride=1),

            nn.Tanh(),

            nn.AvgPool2d(kernel_size=2),

            nn.Conv2d(in_channels=16, out_channels=120, kernel_size=5, stride=1),

            nn.Tanh()

        )

        self.classifier = nn.Sequential(

            nn.Linear(in_features=120, out_features=84),

            nn.Tanh(),

            nn.Linear(in_features=84, out_features=n_classes),

        )

    def forward(self, x):

        x = self.feature_extractor(x)

        x = torch.flatten(x, 1)

        logits = self.classifier(x)

        probs = F.softmax(logits, dim=1)

        return logits, probs




































































































































Architecture of LeNet - 






































































































































































































































































































Problem: You have an N x N photograph.  You are training a network that takes 
the image and tries to classify each pixel as being the midpoint or not the 
midpoint of the image.  You train the net with a collection of N x N images, and 
you identify the midpoint of each image as the supervision signal 
 
 
 
 
 
 
 
 
 
Will an MLP architecture work? 
 
 
 
 
 
 
 
 
 
Will a pure CNN work?
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