
 
Day 12 - Ridge Regression and Model Validation 
 
Agenda:




Ridge Regression
•
Bayesian Statistics
•
Maximum A Posteriori Estimation vs Maximum Likelihood Estimatio
•
Ridge Regression from a Bayesian Perspective
•
Model Validation
•
























































































Ridge Regression




























































































Idea penalize predictors that have large
values of unknown parameters

Ridge formulation for least squares

Given data Xinyi an
w Xie Rd Yield

where y Ot E W Eek has Nro of entries

ridge regression problem
Estimate O by solving

min Hy 011 t 4110112

o
la penalization la regularization

weight decay
solution is given by

ridge
TX Idea Xty

W Idea ded Identity matrix fog

X trades off between bias variance

Small X low bias high variance

large X high bias low variance











Bayesian Statistics


























































































We have been doing parameter estimation

without any prior information about our parameters

Example

Frequentist Perspective Bayesian ti

Inform
Flip a coin 4 times There are 2 urns

prior
One with fair coins one

You get It each time with double tailed coins

What is your estimate
Choose a coin from a random urn

of bias of the coin Flip a coin 4 times

Pheads I You get It Each time

by maximum
likelihood what is your estimate

estimation of bias of the coin

Rhoads 0.5

Example You flip a coin There are 2 urns
Urn I has a coin W PCH 0 75

once Yougot H Urn 2 0.25

What is MLE estimate

ppg

d

Of Pheads once Youget It
What is your estimate of PCH
of the coin you drew






































































































yprurnal
it
Pittlpiffront

Bayes
Theorem 15fi s.o.s

0.75

P urn 2 H 0 25

It is most likely that

the coins bias is 0.75.0

Bayes Theorem

Letty have a joint distribution

PIXIY PYISIFF
works for discrete or continuous r.us

I
in this case p is likelihood






































































































Maximum Likelihood Estimation Vs Maximum A Posteriori Estimation

Given S Yi Jin n

Giron parametric model of Y fly O

pdf or Y MAPMLE forgiven 0

furthergiven a prior
argmax Pl 5107 distribution Y pro

PITY

argmat II fry o aremy Pro S

argmge EggoThdihotdata
argmat pistol Pro

find paramators
argqat logPesto

t lay Pro

that make data

as likely as possible termfrom regularization

MLE by theprior

find most likely
parameters given
the data

Caveats you need a prion






































































































Visualization Your uncertainty over 0 changes

after you collect data

Orior Posterior

oÉ

posterior pdf of 0

MAP is the special case of MLE for an

uninformative prior

MLE MAP

Try P 5101 arts
I argqat loy Pistol lay Pro

These are the equivalent it log Plo
is constant in 0 no value of 0

is more or less likely than any other

value of O Eg uniform distribution






































































































Examples

Suppose O N 01M for known 8,0

X n N O o

You have a dataset 5 X all from same parameter

What is MAPestimate of 0

map argmax log Prs Git log Pro
0

arggax leg teeth
o
thy e

0 8

argmax 1581 É

arggin
X 07 1 10

Solution given by 214 G 2 0 0

x o go ÉÉ
Note MLE Estimate is

me arggax
log Pistol arggin x op

X me
Yi











Ridge Regression from a Bayesian Perspective


























































































ridge regression problem
Estimate O by solving

main Hy 011 t 4110112

Ipenalization la regularization

weight decay

Viewing this problem from a Bayesian perspective

we see it as MAP estimation w a Bayesian Prior

Suppose On NIO 8 Id E Rd

Y NAITO OKIE IR herd

MAP Estimate given
by

arggax
logPC 5101 log Pro

argmax YI FIE t HE
O

arggin
119 II

g
I ly Xt ell t E 11011

Argmin

So ridge regression is MAPestimation under a Gaussian Prior

puts a bias toward small valves of 0 higher likelihoods in prior











Model Validation


























































































trained

Suppose you
have multiple predictors you

are choosing between How do you select the

best one

Eg Ridge regression parameter

man
11Y Koll't XIII

which value of X should you choose

hyperparameter

Ideally Use validation data

Dataset TÉiESÉvaidaGM
use to toneUSE to train
hyperparameter

Ise toEvaluate
final method

min I É dry Farted

X ptrodictor w

hyperparameter X

Challenges Neal data for validation

Neal independent data for test

data is often expensive







K-fold Cross Validation






























































































Chap 7 of Hastie

l
folds

I
train on all

avg over data not in
Each the fold containing
datapoint ith data point

Equivalently average over k folds of the
average loss on each fold when trained
on all other folds






































































































typer
parameter

tuning

How to choose of folds

If KIN have to solve N problems

Expensive
low bias high Variance

If K toosmall not enough data used

for training model

Compromise k 5 or 10
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