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Abstract

Digital Librarieswill hold huge amounts d@éxt and othefforms of information. For the
collections to be maximally useful, theyust be highly organizedith useful indexes andhtra-
and inter-document linkages. Thoangswith it a demandfor ever-bettemethods forautomated
analysis of text to build the indexes dimks. It requires turningmplicit information, "encrypted
in natural language" into explicit information. \Vdescuss approaches tloe automatiortask built
on the techniques of corpus linguistics. This paper focuses on word classificatioexamate of
the utility of corpus methods. Results are presentetih&syntactic and semantic classification of
words from a biological corpus. The warthssesdentified can then based forindexing,query
expansion, syntactic analysis afiod linking separate library collections by aligning waenses.
The paperalso discussederivative objects, diagrananalysis and authoring toolsFinally, we
outline anew approach to word classification and other language structure analyses based on the

minimal complexity principlen turn based on the theory of Kolmogorov complexity.
Introduction

Any collection of information that is called a "library" must be an orgartodidction, and

the Digital Libraries of the future (DLs) are no exception (Lunin and Fox 1993; Schegseft et
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al. 1994) Access is nopossiblewithout organization. Some of this organization isxplicitly

introduced at authoring time as the descriptive elements: sditlec@uthors, affiliation, keywords,
etc. A great deal more information amly implicit, "encrypted” in the document's texiThus,

objects under discussiothe processes oeventsthe times and places efrents, valugudgments,
etc., are all useful in organizing the collection to guide prospective users of DLs.

The natural language methadiscussed in thipaper are broadly referred to ‘&Sorpus
Linguistics" methods. This is intended to denoteety of methods (parsing, natural language
understanding, semantic analysis, etc.) but as adapted to wedtydarge corpora. Sethe two
issues otthe journalComputational Linguisticspecifically devoted taising large corporafor a
good overview of corpus linguistics (Church and Mercer 1993).

The structured information extracted fronc@pusserves at leastvo purposes. The first
is to improve the indexing of theollection, often allowing theuser to access focusedormation,
typically smallparts oflarge documentthat are of thenost interest. The second is to construct
derivative objects whichcodify or summarize specific types of information from onenwre
documents. These could be automatically constructed abstracts or tabular summaries of data.

The extraction of implicit information must l@itomated as much as possible, because the
effort that would be required to do it manually is too large. It would be beggrnithe categories
of informationwere discovered automatically’bootstrapped” fromthe corpusitself. (For an
excellent justification of the neddr bootstrappingapproaches, se@-inch and Chate993).)
When bootstrapping isised, the collection becomes self-organizargl, if done well, should
produce consistent descriptions free of biaseated by ad hoc organizatiomEsigns prescribed
in advance. Self-organization, by its nature, is useful in characterizing specific knowledge domains,
and genres, and their sublanguageg,, popular versugechnical writing. The challenge then
becomes, how can weootstrap fromtext to produce both structured categories and specific
information?

This paperfocuses orthe biological researchterature, thelargest single collection of

scientific literature in the world, comprising some 600,000 articles per year, totaling 3 wdlids.



Our first experiments used a 250 thousand word collection of biological abstracts. Current work is
focusing on a 4million word corpus, tha993 papers athe Journal ofBacteriology taken from
the American Society for Microbiology (ASM) CD-ROM.
We emphasize the importance of linguistic analj@isuilding and usingligital libraries.
Most of the discussionenters on the syntactic and semantic classification of wordgvatped
by many workers and extended and applied by us to biological corpora (Futrelle andL@2Rich

The extension of these techniques to more complex linguistic problems is discussed briefly.
Information retrieval and browsing

In digital libraries, manynodes ofinteractionwill be supported. The twomajor oneswill
certainly bequerying the collection to retrieve information, theassical informationretrieval
approach (Salton 1989), and browsing by following various types of links. It is necessary to build

organization into the collection to directly support these user modes.
Start-up and the steady state

To do linguistic analysis of text, the system must possess a basic vocabulary and knowledge
of the structure of English. A corpus miany millions of words contains enough information so
that the system should lable to induce thstructure and relation @l the important elements of
English using extensions @fie current methods aforpus linguisticsvhile needingvery little
human interventioiCharniak 1993). The approach isnost successful if a focusetbmain is
used. Thignitial process ofliscovery constitutes thetart-up phasgFutrelle and Zhand.994).
The task is nothing short of bootstrapping the structure of natural languagenitseitf,is daunting
but not impossible. Theesultsobtainable bycorpus linguistics methodgrow more impressive
every year, so the goal is worth pursuing vigorously.

After the training corpus is analyzed and the various patterns of English havéndeeed,
they can be used to analyze the new text entering the system. Thistesatihestateegime New

items and structures will continue to appear in the steady-state, but at a greatly reduced frequency.



During the start-up phase, the types of information about langhageeed to be captured

include:
» word and phrase disambiguation
» domain-specific word use
» domain-specific thesauri for query expansion

» translation of specialized markup (e.gubscripts and superscripts ichemical
nomenclature and numerical forms)

» ontological relations for knowledge frame building

In the steady-state, further information is extracted:
» analysis of internal contents (information distribution among sections and paragraphs)
» clustering of documents based on domain-specific information

» building knowledge frame instances by extracting the specific contents of documents
The corpuslinguistic techniquesised forthese analyses combirstatisticalanalysis and

machine learning methods. In the building of frames, knowledge-based methods are needed.
The Linguistic Database

The information build up aboutords and language structure is stored itnguistic
database This database becomes a permanent pdheodligital library so that it can hesed to
analyze new items that are added to the collection as well as for on-line analysts gtieries and

the production of derived objects.



)
DOCUMENT

DATABASE

O )
LINGUISTIC

DATABASE

Figure 1. The linguistic database contains extensive information about words and
language structure. In thstart-up phasgthe database is built from the inititéxt
presented to the system. In tlséeady state the database is augmentedhen new
information is encountered and it is used to mediate user interaction. Some odjtire m
uses of the database are to contribut@rmcedureswhich analyze the text to index it,
derive secondary collections of information and build knowledge frames.

TEXT ANALYSIS

A\

One ofthe most important parts ahe database is the lexicon, whichntainsstatistical,
morphological, syntactic, semanad domain-related information abaubrds. Wewill discuss

the problems involved in trying to automatically build a lexicon and the related thesaurus.
Domain and genre

One of the frustrating things about many current search aetlieval systems for
documents is their lack of domain sensitivityis can markedly reduce the precision of search. A
simple example of this iwhen a wordsuch as'date” isused in aguery, information about fruits,
times and social relationships is returné@ate" is a polysemousord; it has multiple senses.
Though morecomplex queries can help narrow thearch, there is no direatay to tell such
systemghat a particular meaning of the word is tree intended. Eventhough such words are
obviously ambiguous, most systems have no mechanism to store or use the different senses, and the
texts that are indexed and searched do not distinguish senses either.

There are three aspects of the domain sensitivity problem. The first is to recoghipke
word senses and to tag the corpus text accordingly. The second is to bring togelleeti@ of
word senses, identifyinihem as the vocabulary of a knowledge domain. The third is to employ

suchknowledge inassisting a user iformulating queries and in executing those queriEsr a



discussion of three approaches to weethsedisambiguation, se@ale, Church efal. 1992; Gale,
Church et al. 1992).

Domains ofknowledge are not crisplgelimited, so it isnecessary to use measures of
appropriateness, not absolute inclusion or exclusion.  Furthermoregdhleularyused for one
genrewill differ from another,even inthe same domain, e.g., an account dfreakthrough in
genetics as reported in a newspaper versus a scientific journal. In addition to word senses, the

entire style and organization of a document will vary in different genres (Paice and Jones 1993).
Words

Language beginwith words. There are a number of characteristicsvofds that can be
usefully exploited inthe analysis of corpora.Text presents usvith a collection ofhomographs,
wordsthat can initially bedistinguished only by their spelling (therthography). It is useful to
distinguish a word aype which is a single entity, e.g., "DNA", versus a wiayklenor occurrence,
e.g., the many occurrences of the string "DNA" in a text (Lyons 1977).

Words have rich structure and interrelations, including,

Morphology/inflection: ("dog" and "dogs")
Morphology/derivation : ("filter" and "filtration")

Multiple senses: "stock” (cattle (n), fill larder (v))
Domain-specific senses: "clone” (computers vs. genes)
Synonyms/antonyms: "hot" and "cold"
Hyponyms/hypernyms: “collie” < "dog" < "animal"
Phrasal nouns/verbs: "New York City", "think up"
Capitalization, punctuation: "Gene", "gene", "gene," , "gene:"
Abbreviations, acronyms: "ACM", "VCR"

Complex structures: 85S]1dATRuS,"

Etymology: history ("lasing” from "LASER")



One of the primary problems faced by all natural language anaiysisms ighe problem
of resolving ambiguities among the various possible sensegieérmaword, theproblem oflexical
ambiguity resolutiorfAllen 1987; Hirst 1987).

Among the variougypes of informationthat can aid word classificatiomne is word
morphology, especiallyfor technical text. Stemming, or removinguffixes, is a simple
morphological techniquéor relatingwords to a commoriorm, approximately theiroot form.
Stemming algorithms canever match theuality of a careful morphological analysigRitchie,
Russell et al. 1992; Sproat 1992). Becausiisf it isuseful to expend krge one-time effort to
properly compute the morphology of, say, the 500,000 most frequeeatlyermspuild a database
of these and never analyze any of them again. Since a good morphological analysis ahgarigthm
number of heuristics and special cases that it must consult ievanie.g., relaté¢'used” to "use"
but not "need" to "nee"”, and "mutants” to "mutant” but not "whereas\tierea",this argues for

the importance of a definitive database which is built, refined, and maintained over time.
Word classification

The most useful classification of words separatkem along syntacti@and semantic
dimensions. Inhe syntactic domain the primacjassesare part-of-speech (nouwerb, adjective,
....) and syntactic category (subject, object, indirect object, ....). Part-of-speech classifiers, "taggers"”,
have been developed to a high degree, both for supervised tagging, with training sets (Church 1988),
and in unsupervised mode which little or notraining data is needed (Brillnd Marcus 1992,
Cutting, Kupiec et al.1992). Inthe semantic domain the simplest relations tagese between
synonyms and between antonyms; other important relations includg/ponymy (subclass,
superclass) and meronynfyart, whole)(Cruse 1986). Woratlassification is an important and

useful analysis to do, because it assists in,
* Building focused browsing tools
» Developing thesaural expansion for querying

» Bootstrapping higher-order structures



*  Query processing

The data presented in Figures 2 and 3based orthe analysis of a 200,000 wobrpus
(227,408, to be precisepmposed of 1700 abstracts fronspecialized field of biology (Futrelle
and Gauch 1993). The results shown are subtretbe dill classification treéor the 1,000 most
frequent words(covering 80% of all word occurrences irthat corpus). A binaryclustering
algorithm is used, joiningwo subclusters akach step, where tre@mplest subcluster is a single
word. The method isinsupervisedmeaning that no traininget of correctly classified items is
needed in advance. The methbdsed on (Finch and Chater 1992)detailed in (Futrelle and

Gauch 1993) and can be briefly described as follows:

1. The contexts of each word occurrence are usedwthe/ordsimmediately preceding
and following the word ointerest, schematically, the pattern C1,C2,W,C3,C4. The 1,000
highest frequency Ws were studied.

2. The frequencies of the contexbrds appearing ithe four positions forthe set of W
occurrences are totaled separafelyeach of thdour positions. The only context words
for which the frequencieswere accumulated were thenes that had the 150 highest
frequencies in the entieorpus.  This resulted in a 4x150 = 68lément vector V of
context word frequencies, 1,000 vectors in all.

3. Each element of each vector was rewrittetierms of its mutual informatiowalue
instead of its raw frequency.

4. The similarities pof all pairs of vectors Vand \f were computed as the inner product

of the mutual information vectors. In (Finch and Chater 1992; Finch and Chater 1993), the
raw frequencieswere used,but a rank correlation coefficienas used to compute
similarities, another way of dealing with the widely varying word occurrence frequencies.

5. The resulting matrix of similarities is subjected to a hierarchécgilomerative
clustering analysis. The twowordswith the greatest similarity are joined first, forming a
subcluster. Then that subcluster and all other words are compared and the mospaimilar
of items is joined, and so on, until the rooteached, containingll words in a binaryree.
Portions of the resulting 1,000 node tree are shown in Figures 2 and 3.



In Figures 2 and 3, the similarities quoted refer to the similarities of the last two items joined
together, unless otherwise noteBlachsubcluster shown is homogeneous dart-of-speeche.g.,
nouns tend to clustevith nouns,adjectives with adjectives, et@ut themost striking thing about
the data is the tight clustering of semantically related items. The method obwoasiyotcluster
synonymsseparately from antonyms,g., "higher" and "lower"are tightly clustered. Aittle
reflection reveals why this must be so. The choice of "higher" or "lower" at a given pointéxtthe
is not determined by the syntactiontext,but instead indicates some knowledgetloé world
placed there by the author to inform the reader. A reader caretitt, on thebasis oflocal
syntactic contextlone, whichwill occur and therefore there is no indication in ithenediately
surrounding text as to which will occur. Since there ismch distinguishingnformation and the
local contexts are otherwise tlsame, thesimilarity analysis placethe words together. For a
similar analysis othe lack ofpure synonym clusters (artide frequent occurrence ahtonyms)

see (Grefenstette 1992).
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Figure 2B. Cluster containing adjectives
| CERTAIN describing magnitudes and relative
VARIOUS magnitudes. This is cluster #757 with
similarity 0.275. Note that some of the -ed
¥ EACH items here ("INCREASED", etc.) could also
ANY be classified as verbal items (participles), but
BOTH the algorithm used only allowed them to
appear in a single cluster. See Figure 3 for a
WILD-TYPE large collection of -ed forms.
ALL
SOME
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ONE

Figure 2A. Cluster containing articles ("A", "AN",
"THE") and related modifiers. This is cluster #665
out of 1,000, with similarity 0.298. The "THE/A"
cluster contained is #5, with similarity 0.622.

Figure 2. Excerpts from word classification results. The 1,000 highest frequency words in a
biological corpus of 200,000 words were clustered using a technique developed by (Finch and
Chater 1992; Finch and Chater 1993)/ord similarity was computed using the similarity of their
contexts, the immediately adjacent words, two on the left and two on the right. The similarity did not
take into account any morphological properties of the words. Note the occurrence of some very
high-frequency domain-specific terms (bacterial, etc.) in 2A. Details are discussed in the text and in
(Futrelle and Gauch 1993).
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Figure 3B. Cluster #243 , similarity
0.405, containing methods nouns.
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Figure 3A. Cluster #265 containing 30 -ed forms, similarit
"ABLE" is the most anomalous item in this cluster.
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Figure 3C. Cluster #517 containing
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0.332.

Figure 3. Additional clusters computed using the techniques described in Fig. 2.



In our other work, we looked at the classification of single word occurreegn this is
done, the statistical reliability of methatitops, becauseéata from multiple occurrences is not
initially merged. To improve the reliability, context words were expanded by addthgnovords
that werefound to besimilar in theanalysis describedbove. Theset of wordssimilar to a base
word W, truncated at sonmainimal similarity, is called thsimsetof W. Using simsets ithis
way, we successfully classified occurrences of some -ed forms as well as soméatondsurred
with frequency 1 (Futrelle and Gauch 1993).

Other approaches to unsupervised word classification include (Brill and Marcus 1992) who
used astatisticalanalysis ofthe distribution of word pairsfMyaeng and Li 1992)who used
coocurrence frequencies in a five-word window (but ignored the exact posélatige tothe word
of interest) and (SchutZE992) who uses avectorspace modelith a verylarge context, a 1,000

character window.

The classification technique we used has some weaknesses, including,

* The method only worksvell with word types not tokensThus, everyoccurrence of a
word such as "complex" must lmassifiedidentically, everthough some occurrences
(in biology) are nounsreferring to a coordinated aggregate of molecules and other
occurrences are adjectives meaning "complicated".

* A large similarity matrixmust be constructed and then modifiedtlas algorithm
executes. The matrixas N(N-1)/2distinct elements.For N=1,000, this is a half a
million elements. Because of this, the metlvodid not be extended wover all the
distinct words in typical corpora which can be hundreds of thousands of items.

* Oncethe classification is computed, tiotassesare not therused tocharacterize the

context words, to further refine the classification and render it more self-consistent.

Because of thabove difficulties, wehave developedand are experimentingith a new

approach to classification based onghaciple of minimal complexitgFutrelle, Zhang an&ekiya,
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unpublished). The fundamental assumption of the method is that of Occam'stRazsubject to
certain basic constraints, the simplessignment of classes to word occurrenceshés best
assignment. The foundational theory underlying such methd€isinsogorov complexityCover
and Thomas 1991; Li and Vitanyi 1993). It is a general appribatitan gdoeyondthe standard
information and entropy methods. Our method proceeds by seafohitigss assignmentkat
lead to the minimally complestructural description of the textOne implementation ofthis

approach is being used in azurrent work on word classification. It begins &ysuming dixed

number of classes,|C..,Gy, and attempts to satisfy the following three constraints simultaneously:

1. Everyclass ¢ should be used to appreciable degreéUsing only one classwvould
result in an extremely simple but vacuous description.)

2. Each word should only be assigned to a few classeseflyword occurrence could be
assigned to any class freely, then the entire text could be described as a simple structure

such as, ¢...,.Gh,C1,....Gh,C1,....Gry,--)

3. The number of distinct patterns should be as small as possible. A "pattgpicaly a

sequence of class assignments to k adjacent words, where k is a small integer.

These three constraints are in conflict, so obviously the method haki¢wesomebalance
between them. The method overcomes the thiesic limitations of the clustering method
described earlier. Because the metholaised oroptimization ofassignedoatterns, a variety of
approaches can be used to implement it. For one thing, it does not require that the text be processed
sequentially, as the much-used Markov models do (Charniak 1993). Those havdeisassume
that class assignmentgebased orthe left context of a word or the righbntext,but not both
simultaneously. The minimal complexity method also can be used in a supervised learning mode in
which theassignmentare made initiallypased on aalready classified text (the trainirsgt) and
subsequent assignmegi® made withthose assignments "frozeekceptfor new words. The
training phasecan also be unsupervised, just e clustering methods are. To jump-start the
computations, one could assign class labels consistently to a few frequent and well-known common

classes, e.g., placing the articles, "a", "an" and "the" in a single class.
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Word sense alignment between independent systems

In the future, thersvill undoubtedly be many independefgital libraries, allinvolved in
analyzing corpora. When word classification analyses are done, a set of word seeses veord
will be generated, but there will be no simplay tofind the correspondendeetween worgsenses
in the distinctlyprocessectollections. For example, if wehad two suchdistinct libraries,each
would discovertwo distinct wordsenses fof'train": trainl(railroad) and train2 (educate) (Zernik
1991). On itsface, such classificationoffers noway to find which sense in ondibrary
corresponds tahich sense irthe other. However, if weexchanged simsets of trainl atndin2,
then thefour simsetscould bealigned, pairwise, byooking at theoverlap of thesimsets (using

homograph identity only).
Higher-order analysis of language

The multiple senses ofindividual words createsvhat is called the lexical ambiguity
problem. At the sentendevel, there are additiongbroblems ofstructural ambiguity The two
primary causes of structurahmbiguity in English are prepositiongbhrase attachment
(PP-attachment) and conjunctions. A simple sentenchas,"Shedrove down the street in her
car." is unambiguous fohumans, because the prepositioparase "in her car" is obviously
attached to the verb "drove". But it can capsgblems forautomatedsystemsbecause of another
possible reading invhich "street" islocated"in her car".  Similarly, conjunctions carcreate
ambiguous structuresuch asthe preferred analysi$[Pick up the phone andcall] or [write a
note]." versus "[Pick up the phone] and [call or write a note]."

Problems of structural ambiguity have been thought to be particularly difficult because they
apparently depend on workshowledge,considerationshat lie well beyondsyntactic analysis and
the methods oforpus linguistics. Bugiven alarge enough corpus, imay bepossible to find
examples of unambiguous structures to guide disambiguation algoritiings, a number of

constructions analogous to "She drove down the street." might be found, but none wouiddbe
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of the general form, "The street in her car was wide." Similar approaches nardéguide the
resolution of PP-attachment (Hindle and Rooth 1993).

Determining the structure of sentences is the les®t of problems beyond workingyith
words. This is normallattacked by developingrammarghat describe language and thesing
parsing to discover thactualstructure of anyivensentence. Stochastic grammars are grammars
induced fromtext thatembody the preferencésund inreal text(Charniak 1993). The minimal
complexity methods we described earlier can be extended to the problem of discovering grammars,

to augment already existing techniques.
More complex needs — knowledge frames

Text is full of information. It would béest ifthe information could be swell analyzed
that it could be reduced to a highly organized and schematic form that could be stored in a database.
Then, instead of querying the text, the query could be directed toward the database, a well-structured
object for which query methods are well-developed. In corpus linguisticgrdusss is described
as knowledge frame-filling (Rau ankhcobs 1991; Hobbstickel et al.1993; Jacobs and Rau
1993). The great challenge adll this is that the potentially well-organized information is
"encrypted” in natural languageext, which must be "decrypted" to discover. Extracting
knowledge frames from text is a difficult problem that will be with us for a long time. Ibissgta
method for expository text (not poetry!). Wl not discuss thidopic further, other than tgive
some examples of the types of knowledge frames that are of interest in the bitdogjicastudy

(Figure 4).
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B was done to
C under conditions
D, resulting in

E

Figure 4A.

B has components

C arranged in structure

D

Figure 4B.

Under conditions
B,
C shows behavior/becomes

D.

Figure 4C

Figure 4. Three types of knowledge frames of particular use biology.
Knowledge extracted from the text would be used to fill instances of such frames

In most work in thidield, knowledge frames ameveloped manuallgut it is possible to
develop them at least semi-automatically, once semantic elassesare available and some
syntactic analysis of sentences is dofite reasonthat this is possible is because e close
correspondencbetween the predicate-argumstructure of sentences and the knowledge frames
that are ultimately desired. Thus, if we compare FigwB#ch contains semantically related terms
such as "EXAMINED" and "STUDIED", we could analyze the structure of sentences thiaénmse
anddevelopframes such athe one in Fig. 4A, identifyingEXAMINED" with "B wasdoneto",

i.e., an examining act was performed.
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Derivative objects

Now that full text sourcesare appearingnline, it is desirable to buildderivative objects
from them. For single documents, theteas beenprogress omautomating the construction of
abstracts(Rau, Jacobs etal. 1989; Paice 1990; Paice addnes 1993). But "data mining"
techniques can besed toderiveanother type oflerivativedocument or dataset from a number of
relateddocuments. In many informatiaetrieval systems it is possible to rartke documents
found in response to a query. On the other hand, suppose that a user of avayssealist of all
the zoos in the United states togetivgh their locations and a brief description of eacBuch a
list may exist in some specialist publication, but assuming thatvéssnotonline, the listcould be
derived by analyzing a collection of more conventis@lrces. No ranking dhe sources or
resulting items in the derived object would be needeglvendesired. Buildinglerivativeobjects

can be greatly aided by the corpus analysis approaches that we have described.
Diagrams — Contents and analysis

Diagrams form an important part tife contents of many documents. Important as they
are,there islittle work done on analyzing diagramsédstract informatiorfrom them to aid in the
structuring andretrieval of particular diagrams or the documents containing them. Hale
described some of these issues (Futrelle, Kakadiaris B9%) andhavemore recently succeeded

in analyzing some quite complex diagrams [N. Nikolakis, thesis in preparation].
Multidatabases for natural language

In order to be fully integrated into a digital library, documents have to reside in databases of
some type. There is a basic mismdielween documents, normally conceived of astdet and
databases, which by nature aighly structured. There is some work on buildiagt databases,
but it is still in its infancy, surprisingly enough (Gonnet, Baeza-Yates et al. 1992; Loeffen 1994). In
corpus linguistics dradition has grown up that treatgorpora as large character streéies,
processing them with tools such as grep, lex andBadza-Yate4992). Whertext is processed

in this way, it is often altered by adding in-line annotatiotigat change the filgpositions of
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elements, making impossible to build stable indexes pointing into the data. It maéese to
keep the text stable, makirannotations to it irseparate, updatablructures such as B-trees.
Database techniques also allow incremental changes and annotations to be made tavétltamnpus
having to process large files in their entirety. In our work (Futrelle and Z@8¥) wehaveused
multidatabases (Kinl993)that employ indexed flat files agell aslarge persistenarrays in the
spirit of relational databases wagll aspersistent objecstores (Bertino and Martino 1993). The
demands of large scatext processingare great, samften anew database structurkas to be
designed when a major new computation is to be défwvever, every newstructure isied back
to the originalcorpus throughndexes, so the information eaimulative. Our work on databases
for use in corpus linguistics analysis is sheddiggt on databaseeeds forigital libraries, since

there is obvious overlap between the two sets of requirements.
Authoring tools for capturing content

One of the problems with all information systems is that so mugbhatf anauthor knows
about a document is lost when the document is created. An dasknow in fact, which sense
of each word is intended, hoambiguous sentencemre meant to be construedihat the
components and relations are idiagram, etc. The qualignd organization of a collection in a
digital library would clearly be enhanced if more of #nethor's knowledge could be captured at
authoring time and included in the document. Currently, enormous €ffods as wéavebeen
describing)have to beexpended taecover theinformation lost at authoringgme. Research is
needed to develop ways to overcome this problem.

An author should not be required to write in a radically diffetenambiguous” style or to
explicitly specify which word sensesare intended at each point in the document. Instead, the
authoring applicatiorshould attempt to capturand confirm the informatiomvhile the author is
present to verify the choices made. There are two challenges in building authorirtgabwaisuld
aid in capturing more detailed information. Timst is to make capturing the information as
unobtrusive as possible, so as to not interfere with the author's goal of rapidly and €ieabhg

a document in a non-distractive environment. 3é&eondchallengeand somewhat a corollary of
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the first, is to endow the authoringols with enoughintelligence to analyze theuthor's input and
give feedback as to theystem'snterpretation ofit, so the author can quickly confirm aiter the
interpretation. As part of this, machine learniaghniques can based toidentify favored word
interpretations and modes of expressionthst thesystemwould nothave toconstantlyask the
author for verification. Alternatively, verification of the interpretation could be deferred, so as to not
distract the author unduly.

Intelligent authoring tools are also needed for graphics and diagrammatic material in papers.
They present their own special demands.

Integrating intelligentauthoring tools intodigital libraries is non-trivial, because of
representational issues. Thus, if a particular sense of a word is chosen, hoshizstre sense to
be identified to one or mordigital library systemswhich add the document to thedollection?
(One idea on how to dahis was presented in the worsensealignment section earlier.)
Representing the resolution of structural ambiguity in a portable format wou&ldnemore

difficult, but still a worthy goal.
Conclusions

The methods of corpus linguistics can reveal a great deal of information abouiseocatd
language structure by carefulocessing of/ery large corpora. This informatioran beused for
adding organizational structure to digital libraries both in termadifidual document content and
inter-document relations. The structure discovered by corpus linguistics methods reflactaahe
use of words and language style in particular domains and genres, rather than being constrained by
pre-built categories. The dafaesented herdias demonstrated the power of simple word
classification method$or discovering semantically relatefusters of word clusters.Work in
progress based athe principle of minimalcomplexity overcomes a number of limitations of
current classification methods astould discover more detailednd accurate information about

word relations and text structure.
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