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The area of study called natural language generation (NLG) investigates how computer
programs can be made to produce high-quality natural language text from
computer-internal representations of information. Motivations for this study range from
entirely theoretical (linguistic, psycholinguistic) to entirely practical (for the production
of output systems for computer programs). Useful overviews of the research are Dale,
Hovy, et al. (1992); Paris, Swartout, et al. (1990); Kempen (1987); Bateman and Hovy
(1992); McKeown and Swartout (1987); Mann, Bates, et al. (1981). The stages of
language generation for a given application, resulting in speech output, are shown in
Figure 4.1.

This section discusses the following:

� the overall state of the art in generation,

� igni�cant gaps of knowledge, and

� new developments and infrastructure.

For more detail, it then turns to two major areas of generation theory and practice:
single-sentence generation (also called realization or tactical generation) and
multisentence generation (also called text planning or strategic generation).
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Figure 4.1: The stages of language generation.

4.1.1 State of the Art

No �eld of study can be described adequately using a single perspective. In order to
understand NLG it is helpful to consider independently the tasks of generation and the
process of generation. Every generator addresses one or more tasks and embodies one
(or sometimes two) types of process. One can identify three types of generator task : text
planning, sentence planning, and surface realization. Text planners select from a
knowledge pool what information to include in the output, and out of this create a text
structure to ensure coherence. On a more local scale, sentence planners organize the
content of each sentence, massaging and ordering its parts. Surface realizers convert
sentence-sized chunks of representation into grammatically correct sentences. Generator
processes can be classi�ed into points on a range of sophistication and expressive power,
starting with inexible canned methods and ending with maximally exible feature
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combination methods. For each point on this range, there may be various types of
implemented algorithms. 18 The simplest approach, canned text systems, is used in
the majority of software: the system simply prints a string of words without any change
(error messages, warnings, letters, etc.). The approach can be used equally easily for
single-sentence and for multi-sentence text generation. Trivial to create, the systems are
very wasteful. Template systems, the next level of sophistication, are used as soon as
a message must be produced several times with slight alterations. Form letters are a
typical template application, in which a few open �elds are �lled in speci�ed constrained
ways. The template approach is used mainly for multisentence generation, particularly
in applications whose texts are fairly regular in structure such as some business reports.
The text planning components of the U.S. companies CoGenTex (Ithaca, NY) and
Cognitive Systems Inc. (New Haven, CT) enjoy commercial use. On the research side,
the early template-based generator ANA (Kukich, 1983) produced stock market reports
from a news wire by �lling appropriate values into a report template. More
sophisticated, the multisentence component of TEXT (McKeown, 1985) could
dynamically nest instances of four stereotypical paragraph templates called schemas to
create paragraphs. TAILOR (Paris, 1993a) generalized TEXT by adding schemas and
more sophisticated schema selection criteria.

Phrase-based systems employ what can be seen as generalized templates, whether at
the sentence level (in which case the phrases resemble phrase structure grammar rules)
or at the discourse level (in which case they are often called text plans). In such
systems, a phrasal pattern is �rst selected to match the top level of the input (say,
[subject verb object]), and then each part of the pattern is expanded into a more
speci�c phrasal pattern that matches some subportion of the input (say, [determiner
adjectives head-noun modifiers]), and so on; the cascading process stops when
every phrasal pattern has been replaced by one or more words. Phrase-based systems
can be powerful and robust, but are very hard to build beyond a certain size, because
the phrasal interrelationships must be carefully speci�ed to prevent inappropriate phrase
expansions. The phrase-based approach has mostly been used for single-sentence
generation (since linguists' grammars provide well-speci�ed collections of phrase
structure rules). A sophisticated example is MUMBLE (McDonald, 1980; Meteer,
McDonald, et al., 1987), built at the University of Massachusetts, Amherst. Over the
past �ve years, however, phrase-based multisentence text structure generation (often
called text planning) has received considerable attention in the research community,
with the development of the RST text structurer (Hovy, 1988), the EES text planner
(Moore, 1989), and several similar systems (Dale, 1990; Cawsey, 1989; Suthers, 1993), in
which each so-called text plan is a phrasal pattern that speci�es the structure of some
portion of the discourse, and each portion of the plan is successively re�ned by more
speci�c plans until the single-clause level is reached. Given the lack of understanding of
discourse structure and the paucity of the discourse plan libraries, however, such
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planning systems do not yet operate beyond the experimental level.

Feature-based systems represent, in a sense, the limit point of the generalization of
phrases. In feature-based systems, each possible minimal alternative of expression is
represented by a single feature; for example, a sentence is either positive or negative,
it is a question or an imperative or a statement, its tense is present or past and
so on. Each sentence is speci�ed by a unique set of features. Generation proceeds by the
incremental collection of features appropriate for each portion of the input (either by the
traversal of a feature selection network or by uni�cation), until the sentence is fully
determined. Feature-based systems are among the most sophisticated generators built
today. Their strength lies in the simplicity of their conception: any distinction in
language is de�ned as a feature, analyzed, and added to the system. Their strength lies
in the simplicity of their conception: any distinction in language can be added to the
system as a feature. Their weakness lies in the di�culty of maintaining feature
interrelationships and in the control of feature selection (the more features available, the
more complex the input must be). No feature-based multisentence generators have been
built to date. The most advanced single-sentence generators of this type include
PENMAN (Matthiessen, 1983; Mann & Matthiessen, 1985) and its descendant KPML
(Bateman, Maier, et al., 1991), the Systemic generators developed at USC/ISI and IPSI;
COMMUNAL (Fawcett, 1992) a Systemic generator developed at Wales; the Functional
Uni�cation Grammar framework (FUF) (Elhadad, 1992) from Columbia University;
SUTRA (Von Hahn, H�oppner, et al., 1980) developed at the University of Hamburg;
SEMTEX (R�osner, 1986) developed at the University of Stuttgart; and POPEL
(Reithinger, 1991) developed at the University of the Saarland. The two generators most
widely distributed, studied, and used are PENMAN/KPML and FUF. None of these
systems is in commercial use.

4.1.2 Signi�cant Gaps and Limitations

It is safe to say that at the present time one can fairly easily build a single-purpose
generator for any speci�c application, or with some di�culty adapt an existing sentence
generator to the application, with acceptable results. However, one cannot yet build a
general-purpose sentence generator or a non-toy text planner. Several signi�cant
problems remain without su�ciently general solutions:

� lexical selection

� sentence planning

� discourse structure
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� domain modeling

� generation choice criteria

Lexical Selection: Lexical selection is one of the most di�cult problems in generation.
At its simplest, this question involves selecting the most appropriate single word for a
given unit of input. However, as soon as the semantic model approaches a realistic size,
and as soon as the lexicon is large enough to permit alternative locutions, the problem
becomes very complex. In some situation, one might have to choose among the phrases
John's car, John's sports car, his speedster, the automobile, the red vehicle, the red
Mazda for referring to a certain car. The decision depends on what has already been
said, what is referentially available from context, what is most salient, what stylistic
e�ect the speaker wishes to produce, and so on. A considerable amount of work has
been devoted to this question, and solutions to various aspects of the problem have been
suggested (see for example Goldman (1975); Elhadad and Robin (1992); McKeown,
Robin, et al. (1993)). At this time no general methods exist to perform lexical selection.
Most current generator systems simply �nesse the problem by linking a single lexical
item to each representation unit. What is required: Development of theories about and
implementations of lexical selection algorithms, for reference to objects, event, states,
etc., and tested with large lexica.

Discourse Structure: One of the most exciting recent research developments in
generation is the automated planning of paragraph structure. The state of the art in
discourse research is described in chapter 6. So far no text planner exists that can
reliably plan texts of several paragraphs in general. What is required: Theories of the
structural nature of discourse, of the development of theme and focus in discourse, and
of coherence and cohesion; libraries of discourse relations, communicative goals, and text
plans; implemented representational paradigms for characterizing stereotypical texts
such as reports and business letters; implemented text planners that are tested in
realistic non-toy domains.

Sentence Planning: Even assuming the text planning problem solved, a number of
tasks remain before well-structured multisentence text can be generated. These tasks,
required for planning the structure and content of each sentence, include: pronoun
speci�cation, theme signaling, focus signaling, content aggregation to remove
unnecessary redundancies, the ordering of prepositional phrases, adjectives, etc. An
elegant system that addressed some of these tasks is described in (Appelt, 1985). While
to the nonspecialist these tasks may seem relatively unimportant, they can have a
signi�cant e�ect and make the di�erence between a well-written and a poor text. What
is required: Theories of pronoun use, theme and focus selection and signaling, and
content aggregation; implemented sentence planners with rules that perform these
operations; testing in realistic domains.
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Domain Modeling: A signi�cant shortcoming in generation research is the lack of
large well-motivated application domain models, or even the absence of clear principles
by which to build such models. A traditional problem with generators is that the inputs
are frequently hand-crafted, or are built by some other system that uses representation
elements from a fairly small hand-crafted domain model, making the generator's inputs
already highly oriented toward the �nal language desired. It is very di�cult to link a
generation system to a knowledge base or database that was originally developed for
some non-linguistic purpose. The mismatches between the representation schemes
demonstrate the need for clearly articulated principles of linguistically appropriate
domain modeling and representational adequacy (see also Meteer, 1990). The use of
high-level language-oriented concept taxonomies such as the Penman Upper Model
(Bateman, Moore, et al., 1990) to act as a bridge between the domain application's
concept organization and that required for generation is becoming a popular (though
partial) solution to this problem. What is required: Implemented large-size (over 10,000
concepts) domain models that are useful both for some non-linguistic application and for
generation; criteria for evaluating the internal consistency of such models; theories on
and practical experience in the linking of generators to such models; lexicons of
commensurate size.

Generation Choice Criteria: Probably the problem least addressed in generator
systems today is the one that will take the longest to solve. This is the problem of
guiding the generation process through its choices when multiple options exist to handle
any given input. It is unfortunately the case that language, with its almost in�nite
exibility, demands far more from the input to a generator than can be represented
today. As long as generators remain fairly small in their expressive potential then this
problem does not arise. However, when generators start having the power of saying the
same thing in many ways, additional control must be exercised in order to ensure that
appropriate text is produced. As shown in Hovy (1988) and Jameson (1987), di�erent
texts generated from the same input carry additional, non-semantic import; the stylistic
variations serve to express signi�cant interpersonal and situational meanings (text can
be formal or informal, slanted or objective, colorful or dry, etc.). In order to ensure
appropriate generation, the generator user has to specify not only the semantic content
of the desired text, but also its pragmatic|interpersonal and situational|e�ects. Very
little research has been performed on this question beyond a handful of small-scale pilot
studies. What is required: Classi�cations of the types of reader characteristics and goals,
the types of author goals, and the interpersonal and situational aspects that a�ect the
form and content of language; theories of how these aspects a�ect the generation
process; implemented rules and/or planning systems that guide generator systems'
choices; criteria for evaluating appropriateness of generated text in speci�ed
communicative situations.
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4.1.3 Future Directions

Infrastructure Requirements: The overarching challenge for generation is scaling up
to the ability to handle real-world, complex domains. However, given the history of
relatively little funding support, hardly any infrastructure required for generation
research exists today.

The resources most needed to enable both high-quality research and large-scale
generation include the following:

� Large well-structured lexicons of various languages. Without such lexicons,
generator builders have to spend a great deal of redundant e�ort, collecting
standard morphological and syntactic information to include in lexical items. As
has been shown recently in the construction of the Penman English lexicon of
90,000+ items, it is possible to extract enough information from online dictionaries
to create lexicons, or partial lexicons, automatically.

� Large well-structured knowledge bases. Paralleling the recent knowledge base
construction e�orts centered around WordNet (Miller, 1985) in the U.S., a large
general-purpose knowledge base that acts as support for domain-speci�c
application oriented knowledge bases would help to speed up and enhance
generator porting and testing on new applications. An example is provided by the
ontology construction program of the Pangloss machine translation e�ort (Hovy &
Knight, 1993).

� Large grammars of various languages. The general availability of such grammars
would free generator builders from onerous and often repetitive linguistic work,
though di�erent theories of language naturally result in very di�erent grammars.
However, a repository of grammars built according to various theories and of
various languages would constitute a valuable infrastructure resource.

� Libraries of text plans. As discussed above, one of the major stumbling blocks in
the ongoing investigation of text planning is the availability of a library of tested
text plans. Since no consensus exists on the best form and content of such plans, it
is advisable to pursue several di�erent construction e�orts.

Longer-term Research Projects: Naturally, the number and variety of promising
long-term research projects is large. The following directions have all been addressed by
various researchers for over a decade and represent important strands of ongoing
investigation:

� stylistically appropriate generation
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� psycholinguistically realistic generation

� reversible multilingual formalisms and algorithms

� continued development of grammars and generation methods

� generation of di�erent genres/types of text

Near- and Medium-term Applications with Payo� Potential: Taking into
account the current state of the art and gaps in knowledge and capability, the following
applications (presented in order of increasing di�culty) provide potential for near-term
and medium-term payo�:

� Database Content Display: The description of database contents in natural
language is not a new problem, and some such generators already exist for speci�c
databases. The general solution still poses problems, however, since even for
relatively simple applications it still includes unsolved issues in sentence planning
and text planning.

� Expert System Explanation: This is a related problem, often however
requiring more interactive ability, since the user's queries may not only elicit more
information from a (static, and hence well-structured) database, but may cause the
expert system to perform further reasoning as well, and hence require the dynamic
explanation of system behavior, expert system rules, etc. This application also
includes issues in text planning, sentence planning, and lexical choice.

� Speech Generation: Simplistic text-to-speech synthesis systems have been
available commercially for a number of years, but naturalistic speech generation
involves unsolved issues in discourse and interpersonal pragmatics (for example,
the intonation contour of an utterance can express dislike, questioning, etc.). Only
the most advanced speech synthesizers today compute syntactic form as well as
intonation contour and pitch level.

� Limited Report and Letter Writing: As mentioned in the previous section,
with increasingly general representations for text structure, generator systems will
increasingly be able to produce standardized multiparagraph texts such as business
letters or monthly reports. The problems faced here include text plan libraries,
sentence planning, adequate lexicons, and robust sentence generators.

� Presentation Planning in Multimedia Human-Computer Interaction: By
generalizing text plans, Hovy and Arens (1991) showed that it is possible also to
control some forms of text formatting, and then argued that further generalization
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will permit the planning of certain aspects of multimedia presentations. Ongoing
research in the WIP project at Saarbr�ucken (Wahlster, Andr�e, et al., 1991) and
the COMET project at Columbia University (Feiner & McKeown, 1990) have
impressive demonstration systems for multimedia presentations involving planning
and language generation.

� Automated Summarization: A somewhat longer-term functionality that would
make good use of language generation and discourse knowledge is the automated
production of summaries. Naturally, the major problem to be solved �rst is the
identi�cation of the most relevant information.

During the past two decades, language generation technology has developed to the point
where it o�ers general-purpose single-sentence generation capability and limited-purpose
multisentence paragraph planning capability. The possibilities for growth and
development of useful applications are numerous and exciting. Focusing new research on
speci�c applications and on infrastructure construction will help turn the promise of
current text generator systems and theories into reality.
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4.2 Syntactic Generation

Gertjan van Noorda & G�unter Neumannb

a Alfa-informatica RUG, The Netherlands
b Deutsches Forschungzentrum f�ur K�unstliche Intelligenz, Saarbr�ucken, Germany

In a natural language generation module, we often distinguish two components. On the
one hand it needs to be decided what should be said. This task is delegated to a
planning component . Such a component might produce an expression representing the
content of the proposed utterance. On the basis of this representation the syntactic
generation component produces the actual output sentence(s). Although the distinction
between planning and syntactic generation is not uncontroversial, we will nonetheless
assume such an architecture here, in order to explain some of the issues that arise in
syntactic generation.

A (natural language) grammar is a formal device that de�nes a relation between
(natural language) utterances and their corresponding meanings. In practice this usually
means that a grammar de�nes a relation between strings and logical forms. During
natural language understanding, the task is to arrive at a logical form that corresponds
to the input string. Syntactic generation can be described as the problem to �nd the
corresponding string for an input logical form.

We are thus making a distinction between the grammar which de�nes this relation, and
the procedure that computes the relation on the basis of such a grammar. In the current
state of the art uni�cation-based (or more general: constraint-based) formalisms are
used to express such grammars, e.g., Lexical Functional Grammar (LFG) (Bresnan,
1982), Head-Driven Phrase-Structure Grammar (HPSG) (Pollard & Sag, 1987) and
constraint-based categorial frameworks (cf. Uszkoreit, 1986 and Zeevat, Klein, et al.,
1987).

Almost all modern linguistic theories assume that a natural language grammar not only
describes the correct sentences of a language, but that such a grammar also describes
the corresponding semantic structures of the grammatical sentences. Given that a
grammar speci�es the relation between phonology and semantics it seems obvious that
the generator is supposed to use this speci�cation. For example, Generalized Phrase
Structure Grammars (GPSG) (Gazdar, Klein, et al., 1985) provide a detailed description
of the semantic interpretation of the sentences licensed by the grammar. Thus one might
assume that a generator based on GPSG constructs a sentence for a given semantic
structure, according to the semantic interpretation rules of GPSG. Alternatively,
Busemann (1990) presents a generator, based on GPSG, which does not take as its input
a logical form, but rather some kind of control expression which merely instructs the
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grammatical component which rules of the grammar to apply. Similarly, in the
conception of Gardent and Plainfoss�e (1990), a generator is provided with some kind of
deep structure which can be interpreted as a control expression instructing the grammar
which rules to apply. These approaches to the generation problem clearly solve some of
the problems encountered in generation|simply by pushing the problem into the
conceptual component (i.e., the planning component). In this overview we restrict the
attention to the more ambitious approach sketched above.

The success of the currently developed constraint-based theories is due to the fact that
they are purely declarative. Hence, it is an interesting objective|theoretically and
practically|to use one and the same grammar for natural language understanding and
generation. In fact the potential for reversibility was a primary motivation for the
introduction of Martin Kay's Functional Uni�cation Grammar (FUG). In recent years
interest in such a reversible architecture has led to a number of publications.1

4.2.1 State of the Art

The di�erent approaches towards the syntactic generation problem can be classi�ed
according to a number of dimensions. It is helpful to distinguish between

� De�nition of the search space

{ Left-right vs. Bidirectional processing

{ Top-down vs. Bottom-up processing

� Traversal of the search space

A generator proceeds from left to right if the elements of the right-hand-side of a rule
are processed in a left-to-right order. This order is very common for parsing, but turns
out to be unsuitable for generation. For example, Shieber (1988) presents an
Earley-based generation algorithm that follows a left-to-right scheduling. It has been
shown that such a strategy leads to a very ine�cient behavior when applied for
generation. The reason is that the important information that guides the generation
process, namely the logical forms, is usually percolated in a di�erent manner. Therefore,

1See for example Strzalkowski, Carballo, et al. (1995); Strzalkowski (1994) which is a collection
of papers based on the 1991 ACL workshop 'Reversible Grammars in Natural Language Processing';
some other references are Appelt (1987); Jacobs (1988); Dymetman and Isabelle (1988). However, it is
currently a matter of debate, whether one and the same grammar should actually be employed at run-
time by both processes without any change (e.g., Shieber, 1988; Shieber, Pereira, et al., 1990; VanNoord,
1993; Neumann, 1994) or whether two separate grammars should better be compiled out of a single source
grammar (e.g., Block, 1994; Dymetman, Isabelle, et al., 1990; Strzalkowski, 1989.)
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semantic-head-driven generation approaches have become popular, most notably the
algorithm described in Shieber, Pereira, et al. (1990); VanNoord (1990); VanNoord
(1993), but see also Calder, Reape, et al. (1989); Gerdemann and Hinrichs
(1990); Gerdemann (1991); Neumann (1994). Such approaches aim at an order of
processing in which an element of the right-hand-side of a rule is only processed once its
corresponding logical form has been determined.

As in parsing theory, generation techniques can be classi�ed according to the way they
construct the derivation trees. Bottom-up and top-down traversals have been proposed
as well as mixed strategies. For example, bottom-up generation strategies are described
in Shieber (1988); VanNoord (1993), top-down approaches are described in Wedekind
(1988); Dymetman, Isabelle, et al. (1990), and mixed strategies are described in Shieber,
Pereira, et al. (1990); Gerdemann (1991); Neumann (1994).

As in parsing, bottom-up approaches solve some non-termination problems that are
encountered in certain top-down procedures.

The above mentioned two dimensions characterize the way in which derivation trees are
constructed. A particular choice of these parameters de�nes a non-deterministic
generation scheme, giving rise to a search space that is to be investigated by an actual
generation algorithm. Hence, generation algorithms can be further classi�ed with
respect to the search strategy they employ. For example, a generation algorithm might
propose a depth-�rst backtrack strategy. Potentially more e�cient algorithms might use
a chart to represent successfully branches of the search space, optionally combined with
a breadth-�rst search (see for example, Gerdemann, 1991; Calder, Reape, et al., 1989).
Moreover, there also exist chart-based agenda driven strategies which allow the modeling
of preference-based best-�rst strategies (e.g., Den, 1994; Neumann, 1994).

4.2.2 Future Directions

Syntactic generation is one of the most elaborated and investigated �elds in the area of
natural language generation. In particular, due to the growing research in the
Computational Linguistics area, syntactic generation has now achieved a methodological
status comparable to that of natural language parsing. However, there are still strong
limitations which weakens their general applicability for arbitrary application systems.
Probably the most basic problems are:

� Lexical and grammatical coverage

� Re-usability

� Limited functional exibility
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None of the syntactic generators process grammars whose size and status would go
beyond that of a laboratory one. The newly proposed approaches in Computational
Linguistics are in principle capable of processing declaratively speci�ed grammars, and
hence are potentially open to grammars which can be incrementally extented. However,
as long as the grammars do not achieve a critical mass, the usability of the approaches
for very large grammars is a speculation. The same is true for the status of the lexicons.
Currently, generators only use small lexicons. Consequently most of the systems
trivialize the problem of lexical choice as being a simple look-up method. However, if
very large lexicons were to be used then the lexical choice problem would require more
sophisticated strategies.

Of course, there exists some generators whose grammatical coverage is of interest, most
notably those from the Systemic Linguistics camp (see section 4.1). However, these
generation grammars have a less transparent declarative status, and hence are limited
with respect to re-usability and adaptation to other systems.

All known syntactic generators have a limited degree of functionality. Although some
approaches have been proposed for solving speci�c problems, such as generating ellipsis
(e.g., Jameson & Wahlster, 1982); generation of paraphrases (e.g., Meteer & Shaked,
1988; Neumann, 1994); generation of referential expressions (Dale, 1990); or incremental
generation (e.g., DeSmedt & Kempen, 1987), there exists currently no theoretical and
practical framework, which could serve as a platform for combining all these speci�c
operational issues.

Taking these limitations as a basis, important key research problems speci�c to syntactic
generation are:

Large Grammars and Lexicons: These are needed for obtaining reasonable
linguistic competence. As a prerequisite, grammatical knowledge must be speci�ed
declaratively in order to support the re-usability, not only for other systems, but also for
integrating di�erent speci�c generation performance methods.

Reversibility: If we want to obtain realistic generation systems then interleaving
natural language generation and understanding will be important, e.g., for text revision.
It is reasonable to assume that for the case of grammatical processing reversible
grammars as well as uniform processing methods are needed. Such a uniform framework
might also serve as a platform for integrating generation and understanding speci�c
performance methods.
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Incremental Processing: Rather than generating on the basis of a single complete
logical form, some researchers have investigated the possibility of generating
incrementally. In such a model small pieces of semantic information are provided to the
tactical generator one at the time. Such a model might better explain certain
psycholinguistic observations concerning human language production (cf. for example
DeSmedt & Kempen, 1987).

Producing a non-Ambiguous Utterance: The generation procedures sketched
above all come up with a possible utterance for a given meaning representation.
However, given that natural language is very ambiguous the chances are that this
proposed utterance itself is ambiguous, and therefore might lead to undesired
side-e�ects. Some preliminary techniques to prevent the production of ambiguous
utterances are discussed in Neumann and van Noord (1994); Neumann (1994).

Integration of Template- and Grammar-based Generation: This will be
important in order to obtain e�cient but exible systems. This would allow competence
grammar to be used in those cases where prototypical constructions (i.e., the templates)
are not appropriate or even available.

Logical Equivalence: An important theoretical and practical problem for natural
language generation is the problem of logical form equivalence. For a discussion of this
problem we refer to Shieber (1993).
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4.3 Deep Generation

John Bateman

GMD, IPSI, Darmstadt, Germany

Although crucial to the entire enterprise of automatic text generation, deep generation
remains a collection of activities lacking a clear theoretical foundation at this time. The
most widely accepted views on what constitutes deep generation are already exhausted
by a small number of techniques, resources and algorithms revealing as many problems
as they can really claim to solve. For these reasons, recent research work in text
generation centers on aspects of deep generation and it is here that serious
breakthroughs are most needed. Whereas the goal of deep generation is to produce
speci�cations of su�ciently �ne granularity and degree of linguistic abstraction to drive
surface generators, how it is to do so, and from what starting point, remains unclear.

4.3.1 State of the Art

Although deep generation is most often seen as notionally involving two
subtasks|selecting the content for a text and imposing an appropriate linear order on
that content's expression|it is now usually accepted that this decomposition is
problematic. The subtasks are su�ciently interdependent as to make such a
decomposition questionable. Linear order is achieved by the intermediate step of
constructing a recursive text structure, typically the province of text planning. The two
standard methods for constructing text structure, text schemata (e.g., McKeown,
1985; McCoy, 1986; Rambox & Korelsky, 1992; Paris, 1993b) and rhetorical structuring
(e.g., Mann & Thompson, 1987; Hovy, 1993; Moore & Paris, 1993), both combine
content selection and textual organization.

Text schemata describe text on the model of constituency. A text is de�ned in terms of
a macro structure with constituents given by rhetorical predicates, such as Identi�cation,
Constituency, and Analogy. Individual rhetorical predicates generally include both
constraints on the information they express and particular surface realization
constraints. Rhetorical predicates are combined in �xed con�gurations, the text
schemata. The most commonly cited problems with text schemata are their rigidity and
lack of intentional information (cf. Moore & Paris, 1993): i.e., if an identi�cation
predicate appears, there is no record as to why a speaker has selected this predicate.
This is particularly problematic for dialogue situations where breakdowns can occur.
Despite these problems, however, schemata are still sometimes selected on the basis of
their simplicity and ease of de�nition (cf. Rambox & Korelsky, 1992).
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In contrast to text schemata, rhetorical structures de�ne the relational structure of a
text. They show how a text can be recursively decomposed into smaller segments. These
component segments are related to one another by means of a small set of rhetorical
relations, such as elaboration, solutionhood, volitional cause, etc. Each such rhetorical
relation is de�ned in terms of a distinctive set of constraints on the information
presented in the segments related and in those segments' combination, on the
speaker/hearer belief states, and on the e�ect that the speaker is attempting to achieve
with the relation. It is generally assumed that imposing a rhetorical organization
enables the information to be presented to be segmented into su�ciently small-scale
chunks as to admit expression by surface generators. Rhetorical organization is typically
constructed by using a top-down goal-oriented planning strategy with the rhetorical
relation de�nitions as plan operators. However, while earlier rhetorical structure
approaches tended to equate rhetorical relations with discourse intentions, this does not
appear equally appropriate for all rhetorical relations. Those relations that are based on
the informational content of the segments related underconstrain possible discourse
intentions; for example, a circumstance relation can be given for many distinct discourse
purposes. The most well developed versions of rhetorical structure-based text planning
therefore separate out at least discourse intentions and rhetorical relations and allow a
many-to-many relation between them, as de�ned by the system's planing operators.

An example of such a plan operator from the system of Moore and Paris (1993) is the
following:

effect: (PERSUADED ?hearer (DO ?hearer ?act))

constraints: (AND (STEP ?act ?goal)
(GOAL ?hearer ?goal)

(MOST-SPECIFIC ?goal)
(CURRENT-FOCUS ?act)

(SATELLITE))
nucleus: (FORALL ?goal

(MOTIVATION ?act ?goal))

satellites: nil

The successful application of this operator has the e�ect that a state of the hearer being
persuaded (a discourse intention) to do some act is achieved. The operator may be
applied when the speci�ed constraints hold. When this is the case, a rhetorical
structuring involving motivation is constructed. Information selection is thus achieved as
a side-e�ect of binding variables in the operator's constraints. Further such plan
operators then decompose the rhetorical relation motivation until sequences of surface
speech acts are reached. The Moore and Paris system contains approximately 150 such
plan operators and is considered su�ciently stable for use in various application systems.
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Particular text schemata are associated with speci�c communicative intentions (such as
answering a speci�ed user-question or constructing a speci�ed text-type) directly.
Rhetorical relations are included as the possible expansions of plan operators with
communicative intentions as their e�ects. The intentions employed are typically de�ned
by an application system or a research interest|for example, Suthers (1991) presents a
useful set for generating pedagogically adequate explanations, others (McKeown,
1985; Reiter, Mellish, et al., 1992) adopt sets of possible responses to questions
addressed to databases. The lack of clear de�nitions for what is to be accepted as an
intention constitutes a substantial theoretical problem.

Whereas text schemata, which are now generally interpreted as pre-compiled plan
sequences, and rhetorical structuring impose text structure on information, there are
cases where it is argued that it is better for the information to be expressed to impose
its structure more freely on text. Such data-driven approaches (cf. Hovy,
1988; Kittredge, Korelsky, et al., 1991; Suthers, 1991; Meteer, 1991; McDonald, 1992),
allow an improved opportunistic response to the contingencies of particular generation
situations. Data-driven critics can be combined with the top-down planning of rhetorical
structures in order to improve structures according to aggregation rules (Hovy, 1993) or
text heuristics (Scott & de Souza, 1990). A variation on data-driven content selection is
o�ered by allowing transformation of the information itself, by means of logical inference
rules de�ned over the knowledge base (e.g., Horacek, 1990).

Finally, a further active area of research is the addition of dynamic constraints on the
construction of rhetorical structures. Two examples of such constraints are the use of
focus (McCoy & Cheng, 1991) and the use of thematic development (Hovy, Lavid, et al.,
1992) to direct selection among alternative rhetorical organizations.

4.3.2 Limitations

Although an increasing number of systems �nd the use of rhetorical relations,
augmented in the ways described above, an e�ective means of planning text, unclarities
in the de�nitions of rhetorical relations and weaknesses in their processing schemes
result in some inherent limitations. These limitations are often hidden in speci�c
contexts of use by hardwiring decisions and constraints that would in the general case
need to be explicitly represented as linguistic resources and decisions. Success in the
particular case should therefore always be re-considered in terms of the cost of re-use.

The selection of appropriate granularities for the presentation of information remains an
unsolved problem. Information will be packaged into units depending on contingencies
of that information's structure, on the text purpose, on the expected audience, on the
writer's biases, etc. This general aggregation problem requires solutions that go beyond
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speci�c heuristics.

Also problematic is the assumption that a rhetorical structure can decompose a text
down to the granularity of inputs required for surface generators. Current systems
impose more or less ad hoc mappings from the smallest segments of the rhetorical
structure to their realizations in clauses. Much �ne-scaled text exibility is thus
sacri�ced (cf. Meteer, 1991); this also reduces the multilingual e�ectiveness of such
accounts.

Finally, algorithms for deep generation remain in a very early stage of development. It is
clear that top-down planning is not su�cient. The interdependencies between many
disparate kinds of information suggest the application of constraint-resolution techniques
(Paris & Maier, 1991) (as shown in the example plan operator given above) , but this
has not yet been carried out for substantial deep generation components. The kinds of
inferences typically supported in deep generation components are also limited, and so
more powerful inference techniques (e.g., abduction Lascarides & Oberlander, 1992;
decompositional, causal-link planning Young, Moore, et al., 1994) may be appropriate.

4.3.3 Future Directions

Computational components responsible for deep generation are still most often shaped
by their concrete contexts of use, rather than by established theoretical principles. The
principal problem of deep generation is thus one of uncovering the nature of the
necessary decisions underlying textual presentation and of organizing the space of such
decisions appropriately. It is crucial that methodologies and theoretical principles be
developed for this kind of linguistic description.

Furthermore, current work on more sophisticated inferencing capabilities need to be
brought to bear on deep generation. Important here, however, is to ensure that this is
done with respect to su�ciently complex sources of linguistic constraint. Approaches
rooted in mainstream (computational) linguistics posit fewer linguistic constraints in
favour of more powerful inferencing over common sense knowledge. Shieber (1993), for
example, divides generation generally into the generator (i.e., surface generator:
mapping semantics to syntax) and the reasoner (the rest: pragmatics), whereby
inferences are allowed to blend into common sense reasoning. This leaves no
theoretically well-speci�ed space of linguistic decisions separate to general inferential
capabilities. The consequences of this for generation are serious; it is essential that more
structured sources of constraint are made available if generation is to succeed.

Very rich, but computationally underspeci�ed, proposals in this area can be found in
functional approaches to language and text (cf. Martin, 1992); results here suggest that
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the space of linguistic text organizational decisions is highly complex|similar to the
kind of complexity found within grammars and lexicons. One methodology to improve
the status of such accounts is then to use the control requirements of grammars and
semantics as indications of the kinds of distinctions that are required at deeper, more
abstract level of organization (cf. Matthiessen, 1987; Bateman, 1991; McDonald, 1993).
The richer the grammatical and semantic starting points taken here, the more detailed
hypotheses concerning those deeper levels become. This then o�ers an important
augmentation of the informationally weak approaches from structural linguistics.
Sophisticated inferential capabilities combined with strong sources of theoretically
motivated linguistic constraints appear to o�er the most promising research direction.
This is also perhaps the only way to obtain an appropriate balance between �ne detail
and generality in the linguistic knowledge proposed. New work in this area includes that
of the ESPRIT Basic Research Action Dandelion (EP6665).

A further key problem is the availability of appropriately organized knowledge
representations. Although in research the generation system and the application system
are sometimes combined, this cannot be assumed to be the case in general. The
information selected for presentation will therefore be drawn from a representational
level which may or may not have some linguistically relevant structuring, depending on
the application or generation system architecture involved. This information must then
be construed in terms that can be related to some appropriate linguistic expression and,
as McDonald (1994) points out with respect to application systems providing only raw
numerical data, this latter step can be a di�cult one in its own right. More general
techniques for relating knowledge and generation intentions can only be provided if
knowledge representation is guided more by the requirements of natural language. It is
di�cult for a knowledge engineer to appreciate just how inadequate a domain model
that is constructed independently of natural language considerations|although possibly
highly elegant and inferentially-adequate for some application|typically reveals itself
when natural language generation is required (cf. Novak, 1991). If text generation is
required, it is necessary for this to be considered at the outset in the design of any
knowledge-based system; otherwise expensive redesign or limited text generation
capabilities will be unavoidable.
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