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1 Introduction
One of the fundamental algorithmic problems on trees is how to find the least common ancestor (LCA) of a given pair of nodes. The LCA of nodes $u$ and $v$ in a tree is an ancestor of $u$ and $v$ that is located farthest from the root. The LCA problem is stated as follows: Given a rooted tree $T$, how can we preprocess $T$ to answer LCA queries quickly on any pair of nodes? The LCA problem has been studied intensively both because it is inherently beautiful and because fast algorithms for the LCA problem can be used to solve other algorithmic problems.

However, many similar combinatorial problems cannot be solved using the tree LCA algorithmic machinery because the ancestor queries are on more complicated directed structures. Examples of such combinatorial problems include preprocessing arbitrarily (unrooted) directed trees [NU94], computing the LCA on lattices (used to represent inheritance graphs) [AKBLN89], and finding modular coverings in inheritance graphs [DH87, HHS95].

In this paper we introduce a natural extension to all of these LCA problems. We develop algorithms for efficiently answering least common ancestor queries on directed acyclic graphs (DAGs). An LCA $w$ of nodes $u$ and $v$ in a DAG is an ancestor of both $u$ and $v$ where $w$ has no descendants that are ancestors of both $u$ and $v$. (See Definitions 2.1 and 2.2.) We present an $o(n^3)$ preprocessing algorithm for answering least common ancestor queries on DAGs in constant time. We then initiate an experimental study of new and existing LCA algorithms on rooted trees and DAGs.

Least common ancestor queries on general DAGs appear in a variety of applications, including the following:

- **Object Inheritance in Programming Languages** - Object oriented programming languages such as C++ and Java provide object inheritance, whose structure is analyzed in various stages of compilation and execution. Objects are instances of classes organized in a partial order, and their inheritance depends on the temporal order in which the objects are defined. The idea of formalizing object inheritance in lattice-theoretic terms has been proposed by [AKBLN89, Fal90, Fal95, GR80, HN96, McA86, Par87] and others. There has even been considerable interest in further decomposing inheritance graphs into modules that are efficient to query [DH87, HHS95]. The LCA operation is central to such object inheritance formalizations, because it is the natural method to resolve object dependence.

- **Analysis of Genealogical Data** - Algorithms for finding the LCA are useful for finding ancestral distances in the field of genealogy. In this field we are interested in a class of DAGs called pedigree graphs. Genealogical analysis of pedigree graphs is important for linkage analysis [JIS93, SGSJ94], a technique by which the genes causing genetic diseases can be identified. Linkage analysis requires quantification of the degree of inbreeding in a given pedigree, and the LCA supplies an alternative method for this calculation. The height of the LCA and the highest common descendant (the symmetric problem) provide information about inbreeding loops in the pedigree. In addition, many mathematical packages for analyzing pedigree only run on pedigree graphs with a bounded number of inbreeding loops and thus geneticists are forced to remove the loops [JIS93, SGSJ94] in an ad hoc manner. An algorithm based on LCA could automate this procedure.

- **Lattice Operations for Complex Systems** - Algorithms on lattices are used to model the dynamic and static behavior of complex systems arising in distributed computing [BR97, JRJ94, MN92].
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LCA queries arise in computing the covering of maximal ideal lattices.

1.1 Results

We summarize our theoretical and experimental results as follows.

Theoretical Results.

- We show how to preprocess the DAG for constant-time queries to answer whether nodes \(x\) and \(y\) have a common ancestor. We improve the naïve algorithm from \(O(n^2)\) to \(O(n^\omega)\), where \(\omega \approx 2.376\) is the exponent of the fastest known matrix multiplication algorithm [CW87].

- We present an algorithm that solves the all-pair LCA problem for DAGs in \(O(n^{\frac{11}{10}}) \approx O(n^{2.688})\) time. Thus we answer an open question posed by Nylén and Ukkonen [NU94] in the affirmative; they ask whether the DAGs can be preprocessed in \(o(n^3)\) operations for constant-time LCA queries. Before our work, no nontrivial lower bound was known for this problem, and the best known algorithm preprocesses the graph in \(O(n^3)\) operations for \(O(\log^2 n)\) queries [AKBLN89]. We obtain these tighter bounds by forcing a relationship between the LCA and the all-pairs shortest path problem.

- We provide a near matching lower bound of \(\tilde{O}(n^2)\) by reducing the transitive closure problem to all-pairs LCA in DAGs.

- We provide algorithms to calculate genealogical distances according to two distance measures, the shortest ancestral distance and the shortest LCA ancestral distance. We calculate all-pairs shortest ancestral distance in \(O(n^{2.675})\), and all-pairs shortest LCA ancestral distance in \(O(n^{2.688})\).

- There has been considerable interest in fast (sub-cubic) algorithms for the all-pairs shortest path problem [Fre76, Sei92, AGM91, Zwi98, CZ97, CZ96, Zwi99]. We give subcubic bounds for the all-pairs longest path problem in DAGs and a matrix multiplication lower bound.

Experimental Results. We implement and measure the performance of various LCA algorithms for rooted trees and DAGs.

We compare three different tree LCA algorithms, (1) a naïve algorithm that answers LCA queries by walking upward towards the root, (2) an optimal algorithm which uses \(O(n)\) operations to preprocess the tree for constant-time LCA queries and (3) a sub-optimal algorithm that uses \(O(n \log n)\) operations to preprocess the tree for constant-time LCA queries. Most \(O(n)\) tree LCA algorithms are difficult to implement. However, the tree LCA algorithm of Bender and Farach-Colton [BFC00], which is a simple serialization of the PRAM LCA algorithm of Berkman and Vishkin [BV93] is easy to implement. The \(O(n)\) and \(O(n \log n)\) algorithms answer LCA queries by answering range minimum queries (RMQ) [BSV93].

We illustrate the trade-offs between various approaches. Our study suggests that the asymptotically optimal \(O(n)\) preprocessing algorithm has better query time than the naïve algorithm when the trees are skewed, whereas the naïve algorithm has faster query time when the trees are more balanced. However, the \(O(n \log n)\) preprocessing algorithm, which is used as a subroutine in the optimal algorithm, has the fastest query time in almost all our test cases.

We introduce a new easily implementable LCA algorithm for DAGs. Like the \(O(n)\) and \(O(n \log n)\) tree LCA algorithms, this algorithm answers LCA queries by answering RMQ queries. We compare this new algorithm to an intelligent straightforward algorithm and to an algorithm based on the transitive closure. The straightforward algorithm outperforms the transitive-closure-based algorithm for sparse DAGs, whereas the transitive closure-based algorithm outperforms the straightforward algorithm for dense DAGs. The RMQ-based algorithm does not guarantee better asymptotic behavior, however it impressively outperforms the other two approaches on all our test instances. Thus, the tools for optimal LCA in trees are useful for constructing good LCA algorithms for DAGs.

1.2 Related Work

Both off-line and online LCA problems on trees were studied by Tarjan [Tar79]. Harel and Tarjan showed that off-line LCA queries can be answered in constant time after only linear preprocessing of the tree \(T\) [HT84]. Schieber and Vishkin [SV88] introduced a new LCA algorithm with the same asymptotic bounds, but which was dramatically simpler. Berkman and Vishkin present a PRAM algorithm that uses \(O(n)\) operations to preprocess the tree for answering queries in \(O(\alpha(n))\) time [BV93]. The serialization of this algorithm yields an easily implementable optimal sequential algorithm, which is stated in [BFC00]. An optimal dynamic algorithm was given by Cole and Hariharan [CH99]. Other LCA algorithms on trees can be found in [BV94, WTC99, Wen94].

There has also been work on the LCA problem...
for more general DAGs than rooted trees. Nykänen and Ukkonen [NU94] give a linear-time preprocessing, constant-time query algorithm for the LCA in arbitrarily directed trees. The idea to preprocess the object taxonomy in the compilation stage for fast LCA queries was first introduced by Ait-Kaci, Boyer, Lincoln and Nasr [AKBLN89]. They consider the problem of LCA on lattices, that are used to represent inheritance graphs. Ducournau, Habib, Huchard, and Spinrad [DH87, HHS95] consider the problem of finding modular coverings in inheritance graphs (the LCA can be used to find maximum covering). Their objective is to decompose lattices into modules that can be queried faster.

1.3 Organization
The paper is organized as follows. We begin Section 2 by defining the least common ancestors in DAGs. In Section 3 we present an efficient algorithm to determine common ancestor existence. Then we present an $O(n^3)$ algorithm, and a near-matching lower bound for the all-pairs LCA problem. Problems on pedigree graphs, relevant to genealogical linkage studies, are discussed in Section 4. In Section 5 we consider the all-pairs longest path problem in DAGs. Finally, in Section 6 we present experimental comparisons of several LCA algorithms for trees and DAGs.

2 Definitions of LCA in DAGs
We now present two equivalent definitions for the LCA in DAGs. For the special case where the DAG is a tree, we obtain the standard tree LCA definition.

**Definition 2.1.** Let $G = (V, E)$ be a DAG, and let $x, y \in V$. Let $G_{x,y}$ be the subgraph of $G$ induced by the set of all common ancestors of $x$ and $y$. Define $SLCA(x, y)$ to be the set of out-degree 0 nodes (leaves) in $G_{x,y}$. Then the least common ancestors of $x$ and $y$ are exactly the elements of $SLCA(x, y)$.

Observe that there may be as many as $|V| - 2$ distinct least common ancestors of a given pair of nodes in DAGs, whereas the LCA in trees is unique.

Ait-Kaci, Boyer, Lincoln and Nasr [AKBLN89] proposed an alternative definition, where the LCA is described in terms of partially ordered sets. We introduce some terminology. A maximum element in a partially ordered set is an element $m$ such that no member of the set is greater than $m$. The transitive closure $G_{tr} = (V, E_{tr})$ of a DAG $G = (V, E)$ is a graph such that $(i, j) \in E_{tr}$ if and only if there is a path from $i$ to $j$ in $G$. The transitive closure of any DAG $G$ forms a partially ordered set.

**Definition 2.2.** For any DAG $G = (V, E)$, we define the partially ordered set $S = (V, \preceq)$ as follows: element $i \preceq j$ if and only if $(i, j)$ is in the transitive closure $G_{tr}$ of $G$. Let $SLCA(x, y)$ be the set of the maximum elements of $S \setminus \{z: z \preceq x \land z \preceq y \}$ in $V$. Then the least common ancestors of $x$ and $y$ are exactly the elements of $SLCA(x, y)$.

We answer LCA queries by returning a representative element from $SLCA(x, y)$. Typically, we find the representative LCA that is closest to $x$ and $y$ in the DAG. This element is often useful in applications such as genealogy. Interestingly, in many common applications such as algorithms on lattices, the set LCA consists of a single element.

We identify the representative element by defining the height of a node $x$. Note that the following height definition applies to both weighted and un-weighted edges.

**Definition 2.3.** The height of node $x$ in a DAG, $height(x)$, is the length of the longest path from a source to $x$.

Based on node height, we find an LCA using the following lemma:

**Lemma 2.1.** The node of greatest height in a DAG that is an ancestor of both $x$ and $y$ is a least common ancestor of $x$ and $y$.

**Proof.** The proof is by contradiction. Let $q$ be a common ancestor of greatest height. Assume $q$ is not an LCA. This implies that there is a common ancestor $z$ such that $q \prec z$, and that there is a path from $q$ to $z$. By the height definition, $height(z) > height(q)$ which contradicts the assumption that $q$ is an ancestor of greatest height. □

3 Finding All-Pairs LCA in DAGs
We now present an algorithm for the all-pairs common ancestor existence problem in DAGs. Then we show an algorithm for the all-pairs representative LCA problem. We conclude the section by showing that the all-pairs LCA problem is transitive-closure hard.

In our algorithms, we compute the answers to all $O(n^2)$ queries in the preprocessing stage. Then we answer queries by performing table lookups. We show how to build the binary common-ancestor-existence matrix in $O(n^ω)$ operations, and the LCA-representative matrix in $O(n^{2+\frac{1}{2ω}})$ operations. The fastest known matrix multiplication algorithm to date runs in $O(n^ω)$ where $ω \approx 2.376$ [CW87]. Thus our all-pairs common ancestor existence algorithm runs in time $O(n^{2.376})$, and our all-pairs LCA representative algorithm runs in time $O(n^{2.668})$. 
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Figure 1: Doubling the DAG by reflecting through the sources. The original graph has solid edges.

3.1 The Common Ancestor Existence Algorithm

Common ancestor existence information is useful for the LCA representative computation, because it allows us to assume that LCA existence has been verified.

The preprocessing step consists of a transitive closure computation on a graph $F$, which is constructed from $G$ as follows: Reverse the edges in $G$ to form the DAG $G'$. Combine these two graphs by merging the sinks of $G'$ with the sources of $G$. The resulting graph is $F$; see Figure 1. Every vertex $v'$ in $F-G$ is a reflection of some $v$ in $G$. The nodes $x$ and $y$ have a common ancestor if $(x', y)$ is in the transitive closure of $F$.

Thus we obtain the following theorem:

Theorem 3.1. The ancestor existence matrix can be computed in $O(n^2)$ time.

Proof. $F$ is constructed in $O(n^2)$ operations and is followed by a single transitive closure computation, which completes in $O(n^2)$ operations. Let $S$ be the set of all sources in $G$, and $S_v$ denote the sources that are ancestors of node $v$. Then, node $x' \in F$ is an ancestor of all nodes in $S_x$, and no node in $S-S_x$ is a decedent of $x'$. If $S_x \cup S_y \neq \emptyset$ then $(x', y)$ is not in $F_{tr}$, and the common ancestor does not exist. Otherwise $(x', y)$ is in $F_{tr}$, and a common ancestor exists. □

3.2 The All-Pairs LCA Algorithm

We solve the LCA problem by exploiting the close relationship between the LCA and the all-pairs shortest path problem. This relationship enables us to isolate a sublinear number of potential LCA nodes, from which we choose the node of greatest height (see Lemma 2.1).

In trees, the height of $LCA(x, y)$ and the distance between the nodes $dist(x, y)$ are related as follows:

$$dist(x, y) = height(x) + height(y) - 2 \times height(LCA(x, y)).$$

This relationship holds in trees because of the following two properties:

Property 3.1. $x \preceq y$ implies that height($x$) $\leq$ height($y$).

Property 3.2. For $x \preceq y$, the length of the shortest path from $x$ to $y$ is height($y$) $-$ height($x$).

We construct a weighted DAG $L$, which is used to reduce the representative LCA problem to the shortest path problem. We define an ancestral path from $x$ to $y$ in $G$ as a path that is composed of the shortest path from $x$ to some common ancestor $z$, concatenated with the shortest path from $z$ to $y$. The DAG $L$ satisfies the following requirements: (1) Properties 3.1 and 3.2 hold in $L$; (2) no two nodes in $L$ have the same height; (3) all the ancestral paths in $G$ are maintained in $L$; and (4) only the ancestral paths in $G$ are maintained in $L$. Finding the length of the shortest path in $L$ results in the discovery of a representative LCA, whose height can be reconstructed from the the length of the shortest path.

Assigning heights in $G$ according to Definition 2.3 satisfies Property 3.1. We use a linear extension scheme described as follows: We sort the nodes in the (unweighted) graph $G$ by their height, arbitrarily breaking ties. Each node’s order in this linear extension will be its new height. Now we assign weights to all edges in $G$ according to Property 3.2. This height and weight assignment guarantees that requirements (1) and (2) are met.

Next we show that the highest common ancestor in this construction is an LCA. We do so by defining the set $SLCA_b(x, y)$ and proving that it is a subset of $SLCA(x, y)$. Note that in our construction $SLCA_b(x, y)$ will contain a single element.

Definition 3.1. $SLCA_b(x, y)$ is the set of nodes of greatest height that are ancestors of both $x$ and $y$. An $LCA_b(x, y)$ is an element of $SLCA_b(x, y)$.

Lemma 3.1. $SLCA_b(x, y) \subseteq SLCA(x, y)$.

Proof. The proof is by contradiction. Assume node $q \in SLCA_b(x, y)$ and $q \notin SLCA(x, y)$. $q \preceq x$ and $q \preceq y$ by the definition of $SLCA_b(x, y)$. Since $q \notin SLCA(x, y)$, $\exists z$ such that $z \preceq x, z \preceq y$ and $q \prec z$, but since $q \prec z$, height($q$) $< height(z)$ which contradicts the assumption that $q \in SLCA_b(x, y)$. □

Next we present the construction of $L$. Let $G' = (V', E')$ be the graph constructed from $G$ by reversing all edges in $G$. Combine $G$ and $G'$ by adding an edge $(v', v)$ for all $v' \in G'$ and $v \in G$, and let this edge be of weight 0. The resulting graph is $L$; see Figure 2. The shortest path in $L$ from node $x'$ to node $y$ has length $dist(x, y)$ in $G$.

The construction of $L$ satisfies requirements (3) and (4). We show that the shortest path from $x'$ to $y$
goes through the $LCA_h(x, y)$ in the following lemma:

**Lemma 3.2.** The shortest path from node $x'$ to node $y$ of graph $L$ goes through the $LCA_h(x, y)$.

**Proof.** We assume that $x$ and $y$ have a common ancestor in $G$, and therefore such a path exists in $L$. If $x$ is a descendent of $y$, the length of the shortest path from $x'$ to $y$ is $height(x) - height(y)$. Then $y$ is the only $LCA(x, y)$ and the lemma is true. Otherwise, any path from $x'$ to $y$ must go through some common ancestor $z$ and be of the form $x', x_1, x_2, \ldots, y$, which is of length $height(x) + height(y) - 2\cdot height(z)$. The shortest path then, will go through the common ancestor of greatest height which is the $LCA_h(x, y)$. □

We use the all-pair approximate shortest path algorithm given by Zwick [Zw98] to approximate the height of the representative $LCA$. We choose this approximation algorithm because no subcubic exact all-pairs shortest path algorithm is known for DAGs with large weights, and $L$ may have edge weights as large as $n - 1$. Once we know the approximate height of the $LCA_h$, it is easier to sift through the nodes to find the $LCA_h$ itself.

Zwick’s algorithm approximates the shortest path to within $1 + \varepsilon$ using $O\left(\frac{n^3}{\varepsilon} \log \frac{W}{\varepsilon} \right)$ operations, where $W$ is an upper bound for the weight of the greatest edge. We find the approximate shortest path, and then examine the range of nodes whose heights are in the approximate additive error bound. Since the shortest path can have length at most $2n - 2$, there are $O(\varepsilon n)$ $LCA_h$ candidates of consecutive heights. Let $S$ be the set of these candidates, and let $T = A(x) \cap A(y) \cap S$, where $A(x)$ denotes the set of $x$’s ancestors. The node $LCA_h(x, y) \in T$ and $\max\{height(x) : x \in T\} = height(LCA_h(x, y))$. Thus finding $LCA_h(x, y)$ reduces to finding the node of maximum height in $T$.

In order to optimize we need to determine an appropriate value for $\varepsilon$. Since there are $O(n^2)$ pairs, and each pair requires examining $O(\varepsilon n)$ nodes, we expect $O(\varepsilon n^2)$ work to find the LCAs after we are given the all-pairs approximate shortest path matrix. Computing all-pairs approximate shortest path requires $O\left(\frac{n^2}{\varepsilon} \log \frac{W}{\varepsilon} \right)$ operations. Modulo logarithmic terms, we optimize for $\varepsilon$ by equating terms and setting $\varepsilon = n^{-\frac{1}{3}}$. Given this value for $\varepsilon$, our algorithm runs in time $O(n^{\frac{5}{3}})$. We obtain the following theorem:

**Theorem 3.2.** An all-pairs LCA matrix for a DAG $G$ can be found in $O(n^{\frac{5}{3}})$ time.

**Proof.** Observe that max{$w(i, j) : (i, j) \in E$} < $n$ since $n$ is the height of the highest node in the graph. We set $\varepsilon = n^{-\frac{1}{3}}$, which leads to a running time of $O(n^{\frac{5}{3}})$ for the approximate shortest path computation. The greatest possible distance error is $n^{-\frac{1}{3}}$. Thus the algorithm identifies $2 \cdot n^{\frac{2}{3}}$ possible $LCA_h$ candidates for every pair. We find $A(x) \cap A(y)$ in $O(n^{\frac{5}{3}})$ operations, and we identify the node of maximum height in $O(n^{\frac{5}{3}})$ operations as well. Thus we use $O(n^{\frac{5}{3}})$ operations per pair, and the total running time of the algorithm is $O(n^{\frac{5}{3}})$.

### 3.3 A Lower Bound for All-Pair LCA

We next show that the all-pairs LCA problem in DAGs is as hard as transitive closure by showing that it is as hard as transitive closure in directed graphs.

We begin by explaining why transitive closure in DAGs is as hard as transitive closure in directed graphs:

**Lemma 3.3.** Transitive Closure in DAGs is as hard as Transitive Closure in directed graphs.

**Proof.** All strongly connected components in a graph can be found in $O(n + m)$ time using a traversal algorithm. Contracting each strongly connected component into a single vertex yields a DAG. The transitive closure of an arbitrary directed graph can be computed by first contracting all strongly connected components into single nodes, computing the transitive closure on the resulting DAG, and then expanding the strong components into the full transitive closure in $O(n^2)$ time. □

We next prove that $LCA(x, y) = \{x\}$ if and only if $x$ is an ancestor of $y$.

**Lemma 3.4.** $SLCA(x, y) = \{x\}$ if and only if $x \preceq y$.

**Proof.** Clearly $x \preceq y$ implies $x \in SLCA(x, y)$. The proof that $x$ is the only element in $SLCA(x, y)$ follows by contradiction. Assume $q \neq x$ is an element of $SLCA(x, y)$. By the definition of $SLCA(x, y)$, $q \preceq x$ and $q \preceq y$. Since $q \preceq x$, it is not a maximum element of $\{x \mid z \preceq x \lor z \preceq y\}$, and cannot be in $SLCA(x, y)$. □

Finally, we obtain the following theorem:

**Theorem 3.3.** All-pairs LCA in DAGs is transitive closure hard.
Proof. The directed graph $G$ whose transitive closure we wish to compute reduces to a DAG by Lemma 3.3. The elements of the transitive closure matrix $TC$ of a DAG can be described in the following way. $TC_{ij} = 1$ if $i$ is an ancestor of $j$, and $TC_{ij} = 0$ otherwise. By Lemma 3.4, $i$ is an ancestor of $j$ if and only if $i = LCA(i,j)$. Then $TC_{ij} = 1$ if and only if $i = LCA(i,j)$ and $TC_{ij} = 0$ otherwise. □

4 Pedigree Graphs and Genealogy

Pedigree graphs, also known as family or hereditary trees, are a class of sparse DAGs used to represent ancestor relations. Each person has at most two parents, and hence a pedigree graph is a DAG where every node has in-degree at most two. Pedigree graphs are fundamental to linkage analysis [JIS93, SGSJ94], a technique by which the genes associated with genetic diseases can be identified. Linkage analysis depends on quantifying the degree of inbreeding in a given pedigree.

We are interested in two different measurements of inbreeding:

- The shortest ancestral distance between two nodes $x$ and $y$ returns the length of the shortest path through a common ancestor of $x$ and $y$. Interestingly, this path does not necessarily pass through an LCA.
- The shortest ancestral LCA distance between two nodes $x$ and $y$ returns the length of the shortest path through an LCA of $x$ and $y$.

Although these definitions seem closely related, they are not equivalent, as shown in Figure 3(b). For any two nodes, these distance measures can be used to describe the smallest inbreeding loop containing them. Inbreeding loops are formed by concatenating ancestral and descendant paths between nodes. We only show how to compute ancestral paths since descendant paths follow from symmetry. The shortest ancestral path is important for quantifying the genealogical relation between the pedigree members.

4.1 Shortest Ancestral Distance

In Section 3 we showed how to find a representative LCA and and the LCA inclusive shortest ancestral distance. Here we present a modified algorithm to find the shortest ancestral distance.

We modify L’s construction by removing all edge weights. Finding the length of the shortest path in this modified graph is equivalent to finding the shortest ancestral distance. Since we use uniform edge weights we can use Zwick’s exact all-pairs shortest path algorithm [Zwi98]. Zwick’s algorithm finds the shortest path in $O(n^{2.575})$ operations. The following lemma uses arguments from Section 3.2:

**Lemma 4.1.** Given a graph $G$ and nodes $x$ and $y$, the shortest ancestral distance between $x$ and $y$ is the shortest distance between the associated nodes $x'$ and $y$ in the constructed graph.

Thus we obtain the following theorem:

**Theorem 4.1.** The all-pairs shortest ancestral distance is computed in $O(n^{2.575})$ time.

4.2 Shortest LCA Ancestral Distance

We now show how to use the LCA algorithm given in Section 3.2 to calculate the shortest LCA ancestral distance. Figure 3 shows examples of pedigree that illustrate the difference between the two distance measures. The shortest LCA inclusive ancestral distance from node 5 to 6 in Figure 3(a) is 2. However, in the context of pedigree graphs we may consider not only topological information but also generational information. Specifically, we would like to be able to distinguish between nodes of equal height that are of different generations. Distinguishing between these nodes requires that all sources be labelled by generational height. For example, the information that node 1 in Figure 3(a) should be considered higher than node 4 can be embedded in the graph by setting the height of node 1 to be 1 and the height of node 4 to be 3. In our LCA algorithm we use a linear extension that takes into account generational information.

The all-pairs shortest LCA ancestral distance algorithm follows as a Corollary of Theorem 3.2:

**Corollary 4.1.** The all-pairs shortest LCA ancestral distance can be computed in $O(n^{2.688})$ time.

5 All-Pairs Longest Path

Finding the all-pairs shortest path matrix of a graph $G$ is a basic problem in graph algorithms. The Floyd-Warshall algorithm runs in $O(n^3)$, and has been known since 1962. The first subcubic result is due to Fredman [Fre76], Seidel [Sei92] and Alon, Galil and Margalit [AGM91] found $O(n^k)$ algorithms with $k < 3$, for undirected graphs and directed graphs respectively. Both solutions are based on fast matrix
multiplication on rings.

Here we consider the problem of finding the all-pairs longest path matrix for unweighted DAGs. Each entry \( M[x, y] \) is the length of the longest unweighted path from \( x \) to \( y \). The problem is NP-complete for directed or undirected graphs by a simple reduction from Hamiltonian path. However, a simple breadth-first search algorithm solves the single-source (weighted) longest path problem in DAGs in \( O(n+m) \) operations, which implies an \( O(n^3) \) algorithm for the all-pairs unweighted problem.

Here we give subcubic bounds for the all-pairs unweighted longest path problem, and we provide a transitive closure lower bound. Recall that the LCA is naturally defined in terms of the height of each vertex, where the height is the length of the longest path from the root. Hence these simple results fall naturally from our previous techniques.

The transitive closure matrix can be derived from the all-pairs longest path matrix, and thus we obtain the following theorem:

**Theorem 5.1.** All-pairs longest path in DAGs is transitive closure hard.

The following theorem shows how to compute the all-pairs unweighted longest path:

**Theorem 5.2.** The all-pairs unweighted longest path matrix for DAGs can be computed in \( O(n^2 \log n) \) time.

**Proof.** We use the all-pairs shortest path algorithm proposed by [AGM97] on the appropriate graph to solve the all-pairs longest unweighted path problem. Alon et.al.'s algorithm solve all-pairs shortest path on graphs whose edge weights are \( \{-1, 0, 1\} \). Given an unweighted DAG \( D \), we assign each edge a weight of -1. \( \Box \)

We leave as open the problem of finding an algorithm matching the lower bound, or a sub-cubic algorithm using lower precision arithmetic.

## 6 Experimental Results for LCA in Trees and DAGs

We implemented a range of LCA algorithms for trees and DAGs. In this section, we present a study of the performance of these algorithms on various input data. The experiments are conducted on an Ultra-SPARC with 2 GB memory running SunOS 5.6, and a Pentium-II with 384 MB memory running Linux 6.2.

### 6.1 Experiments on Trees

The LCA problem on trees has a reputation for being complicated. The first optimal solution (linear time preprocessing and constant time queries) by Harel and Tarjan [HT84] is difficult to implement, and even the simplified LCA by Schieber and Vishkin [SV88] is not easily implementable. Thus there are no experimental studies on this problem that we are aware of.

We tested three LCA algorithms: (1) a simple cache-optimized algorithm that uses no preprocessing, (2) an algorithm described in [BFC00, BV93] and elsewhere that has \( O(n \log n) \) preprocessing time and \( O(1) \) query time, and (3) an algorithm by Bender and Farach-Colton [BFC00] that has \( O(n) \) preprocessing time and \( O(1) \) query time. The algorithm of [BFC00] is a serialization of the PRAM algorithm of Berkman and Vishkin [BV93]. We refer to these algorithms as naive, \( O(n \log n) \) and \( O(n) \) algorithms respectively.

**Test Data Generation.** To test the efficiency of the LCA algorithms we generated random binary trees, where each internal node in the tree has a single child with probability \( \alpha \). Thus, we use \( \alpha \) as a knob that controls the height of the tree. The nodes are stored in depth-first order to reduce the number of cache misses per query in the naive algorithm.

**Results.** We compared the performance of the three algorithms on well balanced and skewed binary trees. The naive LCA algorithm is best for small balanced trees. For larger trees of any kind, the \( O(n \log n) \) algorithm has the best query time. However, the preprocessing time for the \( O(n \log n) \) algorithm may dwarf the query time when the number of nodes is small. The expected query time of the \( O(n) \) algorithm is less than that of the naive algorithm when the tree is skewed. For binary trees of less than one million nodes, the \( O(n) \) algorithm is faster than the naive algorithm when the probability of a single child is greater than 0.931.

There is a performance gap between the query time of the \( O(n) \) and the \( O(n \log n) \) algorithms, despite the fact that both queries do nothing more than a constant number of array lookups. This gap is due to the fact that the \( O(n \log n) \) algorithm performs two array lookups for each query, whereas the \( O(n) \) algorithm performs up to six array lookups. When the number of nodes in the tree is large, every array look up is likely to cause a cache miss.

Tables 1 and 2 show the query time for all three algorithms with various values of \( \alpha \) and tree sizes. The query performance of the naive algorithm depends on the tree’s height, which is a function of both \( \alpha \) and \( N \). The query performance of the \( O(n \log n) \) and the \( O(n) \) algorithms is based on the cache hit rate. The choice of the appropriate tree LCA algorithm depends on the number of nodes in the tree, the number of queries expected, and the
Table 1: Query time comparison (milliseconds) for skewed trees of different heights (expressed by the number of nodes in millions), on an Ultra-SPARC.

Table 2: Query time comparison (milliseconds) for skewed trees of different heights (expressed by the number of nodes in millions), on a Pentium-II.

Table 3: All pairs LCA time (seconds) as a dependent on the number of nodes (expressed in thousands) for various DAG densities by the naive, transitive closure, and RMQ-based LCA algorithms on an Ultra-SPARC.
preprocessing stage to answer queries efficiently. To find the common ancestors of a given pair of nodes \( x \) and \( y \), a binary AND on the rows \( x \) and \( y \) of the transitive closure matrix is performed. The representative LCA is chosen by selecting a highest common ancestor. This algorithm preprocesses the DAG using \( \log n \) matrix multiplications, and answers queries in \( O(n) \) time. We use the PhiPac [BAwCD97b, BAwCD97a] package for fast matrix multiplication.

- **Range Minimum Query-Based LCA – RMQ** efficiently finds the index of the minimal element in a given query interval, which is used to answer LCA queries in trees. We preprocess the DAG by partitioning the set of edges into two sets: \( S_1 \) is the set of edges of a spanning tree \( T \) of \( G \), and \( S_2 \) is composed of the remaining edges, which induce the DAG \( D = (V, S_2) \). Let \( LCA_T(x, y) \) stand for LCA queries on the tree \( T \), and let \( LCA_G(x, y) \) stand for the LCA queries on the DAG \( G \). A greatest height node in the set \( \{ LCA_T(u, v) : u \preceq x, v \preceq y \} \) is an \( LCA_G(x, y) \). Maintaining the complete ancestor set for each node is unnecessary. Instead, with every node \( x \) we associate a list \( L_x \), which is composed of \( x \) and all of its ancestors that have nonzero out-degree in \( D \). Thus \( LCA_G(x, y) \) is a highest node in the set \( \{ LCA_T(u, v) : u \in L_x, v \in L_y \} \). Observe that a Eulerian height ordering (equivalent to the RMQ array) of \( T \)'s nodes can be used to trim the number of \( LCA_T(u, v) \) queries from \( O(n^2) \) to \( O(n) \).

**Test Data Generation.** We generated random DAGs to test the efficiency of the three algorithms. A DAG is constructed by first generating a star and then adding extra random edges between randomly chosen nodes. This method allows us to control the density of the DAG.

**Results.** We tested the three algorithms - naive LCA, transitive closure-based LCA and RMQ-based LCA, on the following DAG types: (1) star shaped DAGs, (2) star shaped DAGs augmented with \( n \) random edges, (3) star shaped DAGs augmented with \( n \log n \) random edges, and (4) complete DAGs. The results for all-pairs LCA are given in Tables 3 and 4. Although the RMQ based LCA is not theoretically better than the transitive closure-based LCA, our experimental results suggest that it performs better than the other two algorithms.

The transitive closure algorithm performs \( O(n) \) operations per query, independently of the density of the DAG. The naive algorithm performs better than the transitive closure algorithm in sparse DAGs, but its performance reduces dramatically in dense DAGs. The naive algorithm may traverse \( O(n^2) \) edges per query, making the total running time for all-pairs LCA \( O(n^3) \). The RMQ algorithm is the most flexible, has optimal performance for trees and is the best for dense DAGs.
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