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Abstract—We posit that access control, the dominant model been a number of incidents that call into question whether
for modeling and managing privacy in today’s online world, is  access control is the right mechanism with which to impleimen
fund_amentally inadequate. First, with access control, uss mus_t privacy. We list a few here; this list is by no means exhaestiv
a priori specify precisely who can or cannot access information
by enumerating users, groups, or roles—a task that is diffici 1 \yhen Facebook introduced tiNews Feee-a feature that
to get ngfht. Sgcor}d, accﬁss CO”HO(; fa|lsb to separate whoaquw automatically presents updates from friends when a user log
access information from who actuallydoes because it ignores the in, as opposed to requiring the user to visit the friendsigsag

difficulty of finding information. Third, access control does not bi d | d dE book of bri
capture if and how a person who has access to some information USErs objected strongly and accused Facebook of privacy

redistributes that information. Fourth, access control fdls to ~ Violations. Strictly speaking, News Feed did not change the
account for information that can be inferred from other, public ~ access control policy; all users who viewed content through
information. We present exposure as an alternate model for the News Feed had access to the content before. However the
information privacy; exposure captures the set of people epected  change from a pull mechanism to a push mechanism resulted

to learn an item of information eventually. We believe the madlel in users feeling that their privacy had been violated.
takes an important step towards enabling users to model and

control their privacy effectively. 2. There was a similar outcry of privacy violations when

Facebook introducediimeline a feature that indexes a user’s
I. MOTIVATION content by date of upload and allows users to quickly browse
content by upload date. As with the News Feed, Timeline did
ot change the access control policy of any content. Instead
imeline made accessing old (and potentially embarraksing
content significantly easier.

Privacy is traditionally defined as “the ability for people t
determine for themselves when, how, and to what exten@
information about them is communicated to others” [23]. In
computing systems, privacy has typically been accomptishe

via access contrgl which requires enumerating the users, ) ) .
groups, or roles who are or are not able to access informatiors: G00gle’sStreet Viewproject—providing photos of houses
and other property taken from public street—has also been

The popularity of online social media sites have led to a reaccused of violating the privacy of users. In the U.S., there
newed discussion about whether access control is a satisfac no legal expectation of privacy on a public street (i.e.e&tr
model for user privacy. These sites now mediate the shafing o/iew photos can legally be posted publicly), but many users
personal information, photos, status updates, and centdct feel uncomfortable that Street View has made information
billions of users around the world; some sites even servieeas t easily and widely accessible that previously was visibléy on
de-facto Internet portal for a significant fraction of therlks  to those physically present.
population. In this paper, we focus on the privacy contiotse

sites provide users to manage access to their content by othg, Data aggregatoBpokeolinks together public information
users; other works [2], [11] focus on the orthogonal concerfrom different services (e.g., government databasess ke

of protecting users’ content from the site operator. LinkedIn, etc). While each individual piece of content that
Spokeo aggregates is publicly available, users have canepla
A. Access control is insufficient that their privacy is violated when this information is letkto-

_ . L . . ether. For example, Spokeo cross-references users’ssgdre
Online social media sites provide privacy controls based o

and ) I d ith property records, allowing others to quickly estimate
access contrond require users to allow or deny access tog\aone's wealth using public information.
their content by specific users or groups. Recently, theve ha

While perceptions of privacy and what constitutes a privacy
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B. Goal: A more inclusive privacy model Normally, P;(t) is unknown fort > currentTime. Future

. . _ ) . values ofP;(t) must be estimated using a probabilistic model,
In this paper, we carefully reconsider the issue of privaty i yhich captures how information spreads among principhs; t
the age of the web and social media. We propose a model Qynosure is given by the expected steady-state prominence

privacy based orexposure where the exposure of a piece of yragicted by the model. An example of such a model is
information is defined as the set of principals (people) W&o a yiscussed in Section II1.

expected to eventually know it. Users implicitly reason @tbo

the exposure of various pieces of information; a violatidn o

exposure occurs when the set of users who become aware 9f ASPects of exposure

a piece of information is much different from what the userthe exposure of an item is influenced by two factors:
expected. In fact, recent work [3] by Facebook researchess h

shown that such exposure violations are commonplace; e.gl; The set of principalé/; that meet the preconditions required

many users significantly underestimate the number of user® learni. (Preconditions include the expertise, access to the
who actually view their content. tools, and knowledge of initial leads required to discover o

infer I.
For example, consider the case of a user’s public Facebook )
page being linked to from a high-profile web site such as th&. The subset of principals iV; that is sufficiently motivated
New York Times. Strictly speaking, there is no access controto actually learn/.
violation; the user’'s profile was previously publicly vikb

o For instance, if learningl requires correlating several
However, a significant change of exposure occurrs as the s%

of people expected to see the page increases from a small SLECeS of related information, traveling to a particulardtion
pPeople exp - ,p 9 5t performing a measurement, then it is likely to be learned
of users likely to visit the user’'s page to the much larger se

' nly by principals with the necessary resources and a stron
of New York Times readers. We argue tha.t exposure natura”}/nteyres);. plf, onpthe other hand, is onl)i/ne and indexed by a ’
captures the privacy change Of.SL.JCh an _|nC|dent, and makessearch engine, then it can be learned by anyone with access to
clear why access control alone is insufficient.

the Internet, the expertise to use a search engine, knoe/lefdg

We discuss mechanisms that could increase user’s contrgPpropriate keywords, and sufficient interest to activelue
over privacy by moving fronaccess controlowardsexposure @ search query. Lastly, if is posted on the front page of the
control, and describe how these mechanisms could be buifNew York Times, then all principals who visit the site on a
into today’s content sharing systems. Overall, our goabism  daily basis will likely learn/ serendipitously, even if they are
promote concrete proposals, but rather to initiate a digons ©only mildly interested.

of new mechanisms for privacy control. The exposure of an item of information may change over

Section I, we provide a more formal definition of exposureSlashdot, the set of users likely to discover the infornmatio
and discuss and compare exposure control with more tradfontained in it increases dramatically and unexpectedighS
tional access control. In Section Ill, we describe appreach €vents cause a discontinuity in the prominence funcitpft),
that could provide users with improved privacy via exposure2nd thus a potential change of exposure.

controls. Section IV explores the feasibility of using ezpre

control to manage privacy. In Section V, we detail relatedkvo B. Comparison with access control

and we conclude in Section VI. . .
Figure 1 contrasts access control and exposure using a Venn

diagram. In the access control model, the set of princigls i
I[I. DEFINING EXPOSURE partitioned into those who are able to accésnd those who
, . . are not. Access control does not capture how many principals
In this section, we propose a simple model of exposure.  \yith access permissions actually access the information; n
does it account for principals without permission who never
theless learn the information, either by inferring it froiier
information they can access, or from another principal with

Let I be an item of information (e.g., Alice’s date of birth is
Jan 1, 1980). Informally/’s exposure is the set of principals
we expect toeventuallylearn I. The exposure set includes

principals who learr? directly from Alice or indirectly from a access.
third person with knowledge aof, and those who infef from Exposure captures which principals are likely to actually
other knowledge available to them. learn the information, which is more directly relevant to

privacy. To illustrate this point, let us reconsider theesasf

More precisely, we define therominencel’s 1) as the set perceived privacy violations we discussed in Section I-A.

of principals who are aware of at time ¢t.! I's exposure
Ep = lim Py(t). Note thatEy is always finite, because the set  Exposure captures the changes caused by the introduction
of principals (i.e., the world’s population) is finite. Howe, of the Facebook News Feed: Prior to its introduction, the
the exposure of most information items, even if they are pubexposure of an item/ on Alice’s profile was the number

licly accessible, is much smaller than the world’s popofati  of unique users who visit Alice’s Facebook page durifig
because they are of interest to only a small community. lifetime, which could be much smaller than the set of users

N; with permission to access, particularly if Alice chose
Prominence is assumed to be a monotonically non-decrefsingon of 1O make]_pUb“C- With NeWS Fee.d, on the other hants
time. That is, we ignore that people forget or misplace imation. exposure includes all of Alice’s friends plus any userNip




Expected to learn /
eventually: E,

May access I: A,

Universe Universe

of principals of principals

(a) Access Control: A; both over- and underapproximates (b) Exposure: E; is the set expected to leadneventually.
Pr(t).

Fig. 1. Access control and exposure of an information item/ shown as a Venn diagram.

who Facebook deems potentially interested.id is pushed to  though she shares this information freely with her friendd a
these users, who will learhserendipitously the next time they family, and she makes no attempt to hide it from people she
log into Facebook. Similarly, the introduction of Facebsok encounters in her life outside of work).

Timeline pushes selected information about a person’styist
to a set principles inN; that Facebook deems interested.
Previously, finding such information would have required a
user in Ny to visit Alice’s profile and scroll potentially deep
down into her historic News Feed.

Exposure captures these concerns because it reflects the set
of people likely to find out the information.

IIl. M ANAGING PRIVACY VIA EXPOSURE

In this section, we discuss how the concept of exposure can

Google Street View has made available online, in al : >
aggregated and searchable fashion, public informatiartha e leveraged in practical systems to enable users to manage
| their online privacy better.

previously available only to principals who were physigal
present at a particular geographic location. Exposurectsfle  There are two important notes to make before we discuss
this fact. Spokeo aggregates people’s personal informéike  exposure control. First, our goal is to propose a general
name, address, data of birth, income, property value andyfam methodology that could be broadly applied to control expesu

tree, which is available from different online sources, andgf ysers’ information in a variety of online systems. Thus,

makes it available and searchable under the person’s nanggr discussion is not specific to any one system. Second,
and place of residence. By making it far easier to learn thishere are several interesting research questions thatimema

information, its exposure is increased. to be investigated through a concrete implementation and
deployment of our proposal. However, such an deployment-
C. Privacy violations covered by Exposure based study is beyond the scope of this paper and we view

Whether the release of information about a person is consid?!" proposal as a call for further research in this direction

ered a privacy violation by that person is subjective angbjee
rooted in the person’s culture, history, situation, theunatof
the information, and the specific set of people who learned thModeling and predicting the growth in popularity of informa
information. tion on social Web sites like Facebook photos, Twitter posts
L YouTube videos [12], [15], [20] has received significant
esearch attention recently. These studies use empiatalaf
ow information became popular in the past to build models
hfor information propagation that can predict the future pop
ularity of similar information. Popularity growth modelsea
relevant because they can predict he cardinality of exgosur
The prediction models vary from very simple models that
gxtrapolate from the historical growth in popularity of agle
&iece of information; to more complex models that take into
account various factors including attributes of the infation
(e.g., quality, type, and length of a video), historicaladabout

An example of the former case would be if Alice finds outthe spread of other similar pieces of information, and the
that a picture showing her dancing wildly at a party has beemffectiveness of different information dissemination rwhels
seen by all of her friends, family and colleagues, when shée.g., social links between users or personalized recordaien
expected that it would become known only to the people whdions or search results). More sophisticated models wighéi
had attended the party. An example of the latter case wouldrediction accuracy have been developed over time. While a
be if Alice’s work colleagues find out that she is gay (evendetailed discussion of these models is beyond the scopésof th

A. Predicting exposure

In general, however, a person is more likely to feel violate
if (s)he is surprised by the fact that certain people hav
learned the information. There are two relevant cases. sqoer
typically has some expectation about (a) the set of peopte w
know or are likely to learn an item of information, and (b) a
specific set of people they expect should not and will notiear
the information. A person tends to feel their privacy is ated
if the actual exposure of an item includes many more peopl
than the expected exposure [5], or if people in the second s
learn the information.
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Fig. 2. Popularity growth patterns of two Youtube videos. The popubrity of the niche video stabilize and becomes predictable ithin a year, but the
popularity of the popular video exhibits an uprise and showssteady growth.

paper, we make two general observations that are relevant firedicted exposure of their content, and to modify the sigari
our discussion: settings if it does not match their expectations.

1. Prediction accuracies are higher for less popular (fiche i
information than they are for more popular information. ForC: Controlling exposure

example, it is easier to predict the future popularity of Yabe  providing users with more accurate exposure estimateldar t
videos with a few hundred views after 1 year than thosqnformation does not by itself eliminate the risk of privacy
with few million views after 1 month [20]. As shown in yjpjations. System designs need to enable users to tung (i.e
Figure 2(a), the dissemination of niche videos tends talstab  jncrease or decrease) the exposure to the values they .desire
to a predictable rate sooner than those of popular videos.  Fyrther, systems should be designed to also prevent thalactu
prominence from deviating significantly from the prediato
(after they are tuned to desired values). Below we propose
lmechanisms to achieve the above two goals.

2. Most models cannot anticipate the occasional sharpymhsr
tive jJumps in popularity that arise due to unanticipatednése
such as when a piece of information goes viral or when i
is featured on a prominent site [19]. Figure 2(b) shows an 1) Tuning exposureWhen a user finds that the predicted
example YouTube video whose number of views experiencedxposure of her information is different from what she desir

a sharp jump on day 60 due to coverage on popular media andere need to be mechanisms that would allow her to tune
blogs. the exposure. A user could do this in several ways: first, she
could enable or disable one or more dissemination channels.
For example, on Facebook, one could opt-in/-out of being par
of “directory or graph search.” Such opt-in/-outs from one o
We argue that system operators (e_g_, Facebook or YouTupgore dissemination channels could help users manipulahe th
administrators) should make both past popularity data aed p exposure to desired levels.

dictions for the (cardinality of) exposure of users’ inf@tion

transparent to the user. Currently, some systems proviess us access controls (i.e., who is allowed to see or not see a pfece

with a limited view of the popularity of the information they . - ; : :
upload. For example, Facebook and YouTube allows users tg\formatlon) to change the exposure of a piece of infornmtio

heck th ber of vi “Likes” for thei ts H or example, to increase exposure of a piece of information
check € number of VIEWS of "LIKES TOr thelr POSIS. HOWEVET ,;qinaly shared with her 1-hop friends, a Facebook usehmi
no site today explicitly provides estimates of future p@pity

choose to make it available to 2-hop friends (i.e., frienfls o

of a piece of information. For example, neither Facebook no riends). To decrease exposure, the user might choose te mak
YouTube offer guidance on how many and which people mighly o 4jjaple to only a subset of 1-hop friends (e.g., friends

(s)ee o?tuel?Ot% e?:\éirséh(?) ?ﬁe)(tsi\{\éegk'eR\évt%rze;etgﬁeﬁsma&g'ES%‘th whom the user shares a common university affiliation).
PP ty P By changing access controls, the user can expand or contract

Foosé?lo?h:ao ?ﬁki.igfzg’{:d&?%%s asntfger’%gt"?‘gﬁ tg.isbeerﬁiﬁgiﬁe list of potential viewers and thereby, change the list of
-mpiri o Wl : : ! predicted viewers. Thus, we envision access control besed u
through their sites and (ii) such estimates would enablesuse

to (re)calibrate their expectations for the future expesof in conjunction with exposure control to more closely matoh t

their information and check for potential privacy violat® users expectations.

B. Making the predictions transparent

Second, users can resort to more expansive or restrictive

We propose to design systems that would let users observe

When providing estimates for the exposure of a piece o{he effects of such changes on their information’s expasure

information, it would also be useful to estimate the likely
exposure through different dissemination channels sé&ggra 2) Limiting divergence from prediction€Even after a user
For example, Facebook might choose to provide estimatetsines the exposure to match her expectations, unantidipate
of views a user's photo might achieve through updates omvents (e.g., the information goes viral and is featuredhen t
personalized news feeds versus graph search versus profitent page of a popular site) might cause the actual exposure
browsing [9]. Doing so would enable users to understand théo deviate significantly from the predictions and consedjyen
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the desired exposure. As mentioned earlier in Section JII-A 1

T T
no model can accurately predict such occasional disruptive 08 L N
changes to the prominence of a piece of information. '
L L . . w 06 7
To contain privacy violations in such scenarios, we propose 3 04
that systems adoftipwires that automatically make a piece Tk ' Scenario 1 (Public video views)
of information inaccessible whenever the actual expostiee o 0.2 [ Sgenarlo_ 2 3gGroup Pr?St v:iWS) ------- .
piece of information deviates significantly from the preelit ok cenario 3 (User photo likes) -+~
exposure and notify the user of the unanticipated divergenc 0 0.2 0.4 0.6 0.8 1
Upon notification, users can explicitly choose to keep the Relative error

Informatlon Inaccess_'ble_or re-enable access to the irddon Fig. 3. Prediction of number of people accessing a content in three
(and readjust _the _trlp\{\llreS). Alternately, systems .CaDWﬂ” scenarios: scenarios 1, 2 and 3 corresponds to prediction gfublic
users to specify tripwires that upper-bound the views (e.g.YouTube video views, Facebook group post views and photo ks on

no more than 10 views per day or 50 views in total) to a piecfpersonal Facebook photos respectively. The relative erroof prediction
of information decreased from scenario 1 to 3.

We believe that tripwire mechanisms can be easily enable

d L
in current systems like YouTube or Facebook. In fact, YoweTub >Pecifically, we collected data about the number of dailyvsie
already allows users to limit the total number of views tarthe that 50 randomly chosen YouTube videos obtained in their firs

videos to a preset value of 50 (effectively providing a liesit 8 Months. We used this historical data to predict how many
form of exposure control). views the videos will get the immediate next day.

Scenario 2: Predicting future popularity for new posts in
IV. FEASIBILITY OF MANAGING PRIVACY VIA EXPOSURE Facebook groupsNext, we tried to predict the number of
g'{ews for a new post in an open Facebook group [8] using the
%opularity of older posts in the same group [7]. We collected
opularity data for the posts of 50 open Facebook groups and
redicted the number of views for the latest post in each of
ese groups using the popularity of older posts.

There are a number of interesting research questions th
need to be studied through a concrete implementation an
deployment of our proposal of managing privacy via expcntsurep
Such a detailed study is the subject of our future work an
beyond the scope of this paper. However, we discuss twi
important concerns that one might have about the feagibilit Scenario 3: Predicting future popularity of personal posts
of a practical deployment of our proposal: (i) our ability to limited to one’s Facebook friendgve collected data about the
accurately predict the future exposure of a piece of infdiona  pictures shared by 50 Facebook users (randomly selectesl use
and (ii) the overheads associated with fine-tuning exposure of a Facebook application [10] created by authors) withrthei

friends along with the number of “Likes” on those pictures.
A. Accuracy of exposure predictions Using this data, we predicted the number of “Likes” a user
would get on a future photo shared with the same access
‘control policy. We performed this prediction for the latest

hoto of each user.

There is ongoing research on predicting information prop
agation and dissemination in online systems. These wor
leverage the ability of sites to gather and analyze detaile
historical information about the exposure of billions cépés We present the distribution of relative errors in predicsio

of information posted by hundreds of millions of users tofor each of these scenarios in Figure 3. Note that, intditjve
make accurate predictions. For example, in a recent study [3the set of people who can learn about the content decreases
Facebook researchers were able to predict the audiencefsizefrom scenario 1 to scenario 3. Figure 3 shows that conselyuent

a new post by a user within an 8% error margin, using datdhe relative error decreases from scenario 1 to scenario 3.
such as the number of friends and the likes and comments tHdowever, even in the case of scenario 1, where the videos
post received. To illustrate the ability to make such préaiis ~ are public and the information can spread through multiple
in different scenarios, we conducted a small-scale study ipossibly unknown channels, for 75% of the videos the redativ
three different real-world scenarios, each using diffeemeess  error is less than 0.1 (i.e. actual value is withi10% of the
control policies—(i) public posts on sites like YouTubd) (i predicted value).

posts limited to members of Facebook groups and (iii) peakon

posts limited to one’s Facebook friends. Our study, while conducted at a very small scale, hints

at the potential for accurately predicting future popuari

In each of these scenarios, we used linear regression [1#) different real-world scenarios. We plan to conduct large
for predicting future popularity using past informatiordsthen ~ scale studies in the future. Furthermore, there is sigmifica
measure theelative error of our prediction. Relative error is ongoing research on predicting information propagatiod an
defined ag1 — Predicted value The Jower the relative error, the dissemination in online systems and new techniques argbein
more accurate the predictions. In each of the scenarios, weroposed. As the field advances, we expect the accuracy of
show how system operators can use different types of pagtredictions to improve as well.
information to predict the future popularity of a contenttwi
low error, i.e, high accuracy. B. Overheads associated with fine-tuning exposure

Scenario 1: Predicting future popularity of public YouTube At first glance, it would appear that supporting exposure-con
posts.We analyzed the past number of daily view for publicly trol would require users to check and fine-tune the exposure f
posted YouTube videos to predict their future popularity.every single piece of their information separately, whigises



usability concerns. In practice, users might want to orz@all

privacy based on exposure. A key difference compared to

their pieces of information into a small number of groupghea access control is that exposure captures the principals who
with a different level of desired exposure. So when a newepiecactually learn a piece of information rather than whean

of information is uploaded, they can easily set its exposoire directly accessa piece of information. We believe exposure
the desired level by choosing the appropriate exposurepgrouis an intuitive measure that captures the privacy implaceti
The overheads involved here would be no greater, if not Ipwerof publishing information much better than access control.

than the overheads involved with configuring privacy sggin
of uploaded content in social media sites today.

V. RELATED WORK

We now provide a brief overview of related work.

We discussed how the concept of exposure can be leveraged
in practical systems to enable users to manage their online
privacy better. A key challenge we face here is predicting
the future exposure of a piece of information and allowing
users to control its exposure. We argue that existing litieea

on information dissemination can be leveraged to quantify

A. Defining privacy

and predict exposure. The huge volumes of data that many

_ _ _ system operators collect about their users and their tesvi
Legal studies have long attempted to define privacy [21]5[23 can be exploited to help users better understand and control
with each of these approaches capturing different aspécts ¢éhe exposure of their information.

how privacy is perceived. Present discussions of privacy in
social networks as well as in the Internet mostly adapt [13]
the privacy definition presented by Westin [28rivacy is

the ability for people to determine for themselves when,, how (1
and to what extent, information about them is communicated[z]
to others.Westin’s definition captures user’'s expectations of
privacy, and all privacy management models (including purs
try to encode and respect these expectations. [3]

B. Privacy is more than access control [4]

Recent work [1], [4], [13] argues that access control is fnsu
ficient to meet the definition of privacy through anecdotal ex
amples. Boyd et al. [4] presented an example where Faceboole]
users felt their privacy was violated when Facebook laudche [7]
News Feed. As mentioned in Section I-A, the News Feed
change did not violate any access control policy, but thesuse [8]
still perceived a privacy violation. To address their pciya
concern Facebook quickly reacted [16] to provide more fine [°]
grained access control mechanisms. However, researciess h
shown [3], [18] that in spite of these mechanisms, Facebook?
users still severely underestimate the number of users whié!
access their content. Other work [1] has discussed privacE{2
violations in the context of data aggregators, showing tha ]
these aggregators were collecting only public data and Werg s,
not violating any access control.

(5]

C. New models to manage privacy [14]

Existing work provides privacy management for specific-situ [15]
ations where access control may not be sufficient. Difféaént
privacy [6] tries to limit the individual information leakie
while querying a database for aggregate statistics. Thantlc
proposed semantic privacy model [14] argues that userdéghou[17]
specify “semantically” how they want the user data to be[ig]
accessed and then a system should translate those semantic
privacy preferences to syntactic privacy, e.g. via acceagral.  [19]
While both of these approaches are significant steps towards

[16]

better privacy control, neither directly addresses thadssf  [20]
which usersactually learncontent. 21]
VI. CONCLUSIONS [22]

We argue that access control, the traditional model for

managing privacy, is inadequate in today’s online world. In[23]

this paper, we propose an alternative model for information
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