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Topics for Exam

• Linear regression (simple, multiple)

• Gradient descent

• Regularization (Lasso, ridge)

• Learning challenges
– Overfitting, generalization, bias-variance tradeoff

• Linear classifiers
– Perceptron, logistic regression

• Evaluation metrics
– Confusion matrix, ROC curves

– Cross-validation
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Topics for Exam, cont.

• Generative models
– LDA, Naïve Bayes

• Decision trees
– Entropy, Information Gain 

• Ensemble learning
– Bagging (Random Forest), Boosting (AdaBoost)

• SVM
– Linear and kernel, support vectors

• Neural networks
– Feed-Forward NN (activation, architecture)
– Convolutional NN (convolution, max pool)

• Compare different techniques (list pros and cons)
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Outline

• Feed-Forward architectures

– Multi-class classification (softmax unit)

– Representing Boolean functions

– Lab in Keras

• Convolutional Neural Networks

– Convolution layer

– Max pooling layer

– Examples of famous architectures
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References

• Deep Learning books

– https://www.deeplearningbook.org/

– http://d2l.ai/

• Stanford notes on deep learning

– http://cs229.stanford.edu/notes/cs229-notes-
deep_learning.pdf

• History of Deep Learning

– https://beamandrew.github.io/deeplearning/2017
/02/23/deep_learning_101_part1.html
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Neural Network Architectures
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Feed-Forward Networks
• Neurons from each layer 

connect to neurons from 
next layer

Convolutional Networks
• Includes convolution layer 

for feature reduction
• Learns hierarchical 

representations

Recurrent Networks
• Keep hidden state
• Have cycles in 

computational graph



Multi-Layer Perceptron
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Feed-Forward Neural Network

8

𝑎0
[1]

𝑎1
[1]

𝑎2
[1]

𝑎3
[1]

Layer 0 Layer 1 Layer 2

𝑊[2]

𝑏[1]
𝑏[2]

Training example
𝑥 = (𝑥1, 𝑥2, 𝑥3)

𝑎4
[1]

𝑎1
[2]

No cycles

𝑊[1]

𝜃 = (𝑏[1], 𝑊[1], 𝑏[2], 𝑊[2]) 



Vectorization
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𝑧[1] = 𝑊[1]𝑥 + 𝑏[1] 𝑎[1] = 𝑔(𝑧 1 )

Linear Non-Linear



Forward Propagation
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x Prediction



Activation Functions
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Binary 
Classification

Intermediary 
layers

Regression

Non-Linear Activations
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14

Sigmoid Softmax



Softmax classifier
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• Predict the class with highest probability
• Generalization of sigmoid/logistic regression to multi-class



Multi-class classification
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Representing Boolean Functions
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Logistic unit

? ? ?



Representing Boolean Functions
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XOR

• Need at least one hidden layer to compute XOR!

• NOT[X1 XOR X2]=

(X1 AND X2) OR ((NOT X1) AND (NOT X2)) 
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Non-linearly separable



Combining Representations

20
XOR is non-linear!



MNIST: Handwritten digit recognition
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Predict the digit
Multi-class classifier



Image Representation
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• Image is 3D “tensor”: height, width, color 
channel (RGB)

• Black-and-white images are 2D matrices: 
height, width

– Each value is pixel intensity



Lab – Feed Forward NN
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Import modules

Load MNIST data
Processing

Vector 
representation



Neural Network Architecture
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10 hidden units
ReLU activation

Output Layer
Softmax activation

Feed-Forward Neural Network Architecture
• 1 Hidden Layer (“Dense” or Fully Connected)
• 10 neurons
• Output layer uses softmax activation

Loss function Optimizer



Train and evaluate
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Epoch Output

Metrics
• Loss
• Accuracy
Reported on both training and testing

Training/testing results



Changing Number of Neurons
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500 hidden units



Two Layers
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Output Softmax Layer

Layer 1

Layer 2



Monitor Loss
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