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Outline

• Deep Learning

– Success stories

– Types of architectures

• Feed-Forward architectures

– Terminology

– Non-linear activations

– Multi-Layer Perceptron

– Multi-class classification (softmax unit)

– Representing Boolean functions
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Deep Learning vs Traditional Learning
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Neural Networks
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Performance of Deep Learning
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Deep Learning Applications
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Success stories: Speech recognition
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Success stories: Machine Translation
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Success stories: Image segmentation
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Success stories: Image captioning
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References

• Deep Learning book

– https://www.deeplearningbook.org/

• Stanford notes on deep learning

– http://cs229.stanford.edu/notes/cs229-notes-
deep_learning.pdf

• History of Deep Learning

– https://beamandrew.github.io/deeplearning/2017
/02/23/deep_learning_101_part1.html
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Example
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Intermediate Features

• Provide as input only training data: input and label
• Neural Networks automatically learn intermediate features!



Neural Networks
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Training data

Training labels

Learned 
during training



Recall: The Perceptron
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Perceptron
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Multi-Layer Perceptron
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Neural Network Architectures
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Feed-Forward Networks
• Neurons from each layer 

connect to neurons from 
next layer

Convolutional Networks
• Includes convolution layer 

for feature reduction
• Learns hierarchical 

representations

Recurrent Networks
• Keep hidden state
• Have cycles in 

computational graph



Feed-Forward Networks
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Layer 0 Layer 1 Layer 2 Layer 3



Feed-Forward NN

• Hyper-parameters

– Number of layers

– Architecture (how layers are connected)

– Number of hidden units per layer

– Number of units in output layer

– Activation functions 

• Other

– Initialization

– Regularization
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Logistic Unit: A simple NN
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= 𝑔(𝑤𝑇𝑥 + 𝑏)

No hidden layers



Feed-Forward Neural Network
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𝜃 = (𝑏[1], 𝑊[1], 𝑏[2], 𝑊[2]) 



Vectorization
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𝑧[1] = 𝑊[1]𝑥 + 𝑏[1] 𝑎[1] = 𝑔(𝑧 1 )



Vectorization
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Output layer



Hidden Units

• Layer 1
– First hidden unit:

• Linear: 𝑧1
[1]

= W1
1 T

𝑥 + b1
[1]

• Non-linear: 𝑎1
[1]

= g(z1
[1]
)

– …
– Fourth hidden unit:

• Linear: 𝑧4
[1]

= W4
1 T

𝑥 + b4
[1]

• Non-linear: 𝑎4
[1]

= g(z4
[1]
)

• Terminology

– 𝑎𝑖
[𝑗]

- Activation of unit i in layer j

– g - Activation function
– 𝑊[𝑗] - Weight vector controlling mapping from layer j-1 to j
– 𝑏[𝑗] - Bias vector from layer j-1 to j
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How to pick architecture?
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Training Neural Networks

• Input training dataset D
– Number of features: d
– Labels from K classes

• First layer has d+1 units (one per feature and 
bias)

• Output layer has K units
• Training procedure determines parameters that 

optimize loss function
– Backpropagation
– Learn optimal 𝑊[𝑖], 𝑏[𝑖] at layer i

• Testing done by forward propagation
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Forward Propagation

27

x Prediction



Activation Functions
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Binary 
Classification

Intermediary 
layers

Regression



Why Non-Linear Activations?

• Assume g is linear: g 𝑧 = 𝑈𝑧

– At layer 1: 𝑧
[1]

= W
1
𝑥 + b

[1]

– 𝑎
[1]

= g z
1

= Uz
[1]

= UW
1
x + Ub

[1]

• Layer 2:

– 𝑎
[2]

= g z
2

= Uz
[2]

= UW
2
a[1] + Ub

[2]
=

=  UW
2
UW

1
𝑥 + UW

2
Ub[1]+ Ub

[2]

• Last layer
– Output is linear in input!

– Then NN will only learn linear functions
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