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Logistics
• Feedback on project proposal in Gradescope

• Please start working on your projects!

• Project Milestone due on March 25
– 2-3 pages describing progress so far

– Any encountered challenges

• Project Presentations will be last 2 classes
– April 11 and 16

• Exam on Thursday, March 28
– Review on Tuesday, March 26

– Office hours on Wednesday, March 27 

• HW4 will be out at the end of the week
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Outline

• Review SVM

• Review traditional classifiers

• Deep Learning

– Motivation

– Goals

• Deep Learning as representation learning

• Categories of neural networks

• Feed-Forward Neural Networks
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Review Naïve Bayes

• Density Estimators can estimate joint probability 
distribution from data

• Risk of overfitting and curse of dimensionality

• Naïve Bayes assumes that features are 
independent given labels
– Reduces the complexity of density estimation

– Even though the assumption is not always true, Naïve 
Bayes works well in practice

• Applications: text classification with bag-of-words 
representation
– Naïve Bayes becomes a linear classifier

4
Generative model



Recall:
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Separating hyperplane
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𝑦(𝑖)(𝜃0 + 𝜃1𝑥1
(𝑖)

+⋯𝜃𝑑𝑥𝑑
(𝑖)
) > 0

For all training 

data 𝑥(𝑖), 𝑦(𝑖),
𝑖 ∈ {1,… , 𝑛}



From separating hyperplane to 
classifier
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• Training data 𝑥(1), … , 𝑥 𝑛 with 𝑥(𝑖) = 𝑥1
(𝑖)
, … , 𝑥𝑑

(𝑖) T

• Labels are from 2 classes: 𝑦(𝑖) ∈ {−1,1}

• Let 𝜃0, … , 𝜃𝑑 (will be learned) such that:

• Classifier 

𝑓 𝑧 = sign 𝜃0 + 𝜃1𝑧1 +⋯𝜃𝑑𝑧𝑑 = sign(𝜃𝑇z)

• Classify new test point 𝑥′
– If 𝑓 𝑥′ > 0 predict y’= 1

– Otherwise predict y’= −1

𝑦(𝑖)(𝜃0 + 𝜃1𝑥1
(𝑖)

+⋯𝜃𝑑𝑥𝑑
(𝑖)
) > 0



Support Vectors (informally)
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• Support vectors = points “closest” to hyperplane
• If support vectors change, classifier changes
• If other points change, no effect on classifier



Maximum margin classifier
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• Training data 𝑥(1), … , 𝑥 𝑛 with 𝑥(𝑖) = 𝑥1
(𝑖)
, … , 𝑥𝑑

(𝑖) T

• Labels are from 2 classes: 𝑦𝑖 ∈ {−1,1}

maximize M

𝑦(𝑖) 𝜃0 + 𝜃1𝑥1
(𝑖)

+⋯𝜃𝑑𝑥𝑑
(𝑖)

≥ 𝑀 ∀𝑖

𝜃
2
= 1

Normalization constraint
Each point is on the 
right side of hyper-

plane at distance ≥ 𝑀



Support vector classifier

• Allow for small number of mistakes on training 
data

• Obtain a more robust model

max M

𝑦(𝑖) 𝜃0 + 𝜃1𝑥1
(𝑖)

+⋯𝜃𝑑𝑥𝑑
(𝑖)

≥ 𝑀 1 − 𝜖𝑖 ∀𝑖

𝜃
2
= 1

𝜖𝑖 ≥ 0,σ𝑖 𝜖𝑖 = 𝐶
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Error Budget (Hyper-parameter)

Slack



Properties

• Maximum margin classifier
– Classifier of maximum margin

– For linearly separable data

• Support vector classifier
– Allows some slack and sets a total error budget 

(hyper-parameter)

• For both, final classifier on a point is a linear 
combination of inner product of point with 
support vectors
– Efficient to evaluate
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Kernels

• Support vector classifier
– h 𝑧 = 𝜃0 + σ𝑖∈𝑆𝛼𝑖 < 𝑧, 𝑥(𝑖) >

= 𝜃0 + σ𝑖∈𝑆𝛼𝑖 σ𝑗=1 𝑧𝑗𝑥𝑗
(𝑖)

– S is set of support vectors 

– Replace with h 𝑧 = 𝜃0 + σ𝑖∈𝑆𝛼𝑖𝐾(𝑧, 𝑥
(𝑖))

• What is a kernel?
– Function that characterizes similarity between 2 

observations

– 𝐾 𝑎, 𝑏 =< 𝑎, 𝑏 > = σ𝑗 𝑎𝑗𝑏𝑗 linear kernel!

– The closer the points, the larger the kernel 

• Intuition
– The closest support vectors to the point play larger role in 

classification
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Any kernel 
function!



Kernels

• Linear kernels

– 𝐾 𝑎, 𝑏 =< 𝑎, 𝑏 > = σ𝑖 𝑎𝑖𝑏𝑖

• Polynomial kernel of degree m

– 𝐾 𝑎, 𝑏 = 1 + σ𝑖=0
𝑑 𝑎𝑖𝑏𝑖

𝑚

• Radial Basis Function (RBF) kernel (or 
Gaussian)

– 𝐾 𝑎, 𝑏 = exp −𝛾 σ𝑖=0
𝑑 (𝑎𝑖−𝑏𝑖)
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• Support vector machine classifier

– h 𝑧 = 𝜃0 + σ𝑖∈𝑆 𝛼𝑖𝐾(𝑧, 𝑥
(𝑖))
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Kernel Example
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Classification axes

• Linearity of decision boundary
– Linear models: logistic regression, perceptron, LDA, 

SVM
– Non-linear models: kNN, decision trees, ensembles

• Generative models
– Discriminative: logistic regression, perceptron, SVM, 

kNN, decision trees, ensembles
– Generative: LDA, Naïve Bayes

• Training procedure
– Gradient descent: logistic regression, SVM, perceptron
– Probabilistic: LDA, Naïve Bayes
– Greedy: decision trees, random forests
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Comparing classifiers

Algorithm Interpretable Model size Predictive 
accuracy

Training time Testing time

Logistic 
regression

High Small Lower Low Low

kNN Medium Large Lower No training High

LDA Medium Small Lower Low Low

Decision 
trees

High Medium Lower Medium Low

Ensembles Low Large High High High

Naïve Bayes Medium Small Lower Medium Low

SVM Medium Small High High Low

Neural 
Networks

Low Large High High Low
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Roadmap to End-of-Semester

• Deep Learning
– Motivation

– Feed-Forward Neural Networks

– Training by backpropagation

– Convolutional and Recurrent Neural Networks

• Unsupervised learning
– Principal Component Analysis (PCA)

– Feature representation (Autoencoders)

– Clustering (k-means, Hierarchical Clustering)

• Adversarial learning

17



History of Deep Learning
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Before 2013
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Deep Learning
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▪ End-to-end learning / Feature learning / Deep learning



Trainable Feature Hierarchy
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Learning Representations
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Deep Learning addresses the problem of 
learning hierarchical representations



End-to-end learning
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Deep Learning vs Traditional Learning
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The Visual Cortex is Hierarchical
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Neural Function
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Biology of a Neuron
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Analogy to Human Brain
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Comparison of computing power
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Neural Networks

30



Performance of Deep Learning
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References

• Deep Learning book

– https://www.deeplearningbook.org/

• Stanford notes on deep learning

– http://cs229.stanford.edu/notes/cs229-notes-
deep_learning.pdf

• History of Deep Learning

– https://beamandrew.github.io/deeplearning/2017
/02/23/deep_learning_101_part1.html
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