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Review

• Neural Network Architectures
– Feed-Forward Neural Networks

– Convolutional Neural Networks (CNNs)

– Recurrent Neural Networks (RNNs)

• Training with backpropagation
– Mini-batch Gradient Descent

• Unsupervised learning
– No labels available in training data

– Discover hidden patterns in data

– Not standard metrics to evaluate 
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Supervised vs Unsupervised Learning
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Standard metrics 
for evaluation

Difficult to evaluate



Unsupervised Learning

• Different learning tasks

• Dimensionality reduction
– Project the data to lower dimensional space

– Example: PCA (Principal Component Analysis)

• Feature learning
– Find feature representations

– Example: Autoencoders

• Clustering
– Group similar data points into clusters

– Example: k-means, hierarchical clustering
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PCA Algorithm
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PCA
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Visualizing data
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PCA for image compression

d=1 d=2 d=4 d=8

d=16 d=32 d=64 d=100
Original 
Image
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Training Autoencoders

9



Using Features for Classification
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Clustering

• Goal: Automatically segment data into groups 
of similar points

• Question: When and why would we want to 
do this?

• Useful for:
– Automatically organizing data

– Understanding hidden structure in data and data 
distribution

– Detect similar points in data  and generate 
representative samples
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Clustering Examples

• Social networks
– Facebook user group according to their interests and 

profiles

• Image search
– Retrieve similar images to input image

• NLP
– Topic discovery in articles

• Medicine
– Patients with similar disease and symptoms

• Cyber security
– Machine with same malware infection 
– New attack has no label
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Setup

d

< 𝑥𝑛,1, … , 𝑥𝑛,𝑑 >

Assignment from each point to cluster index
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Example



What is a good distance function?

Partition this data into k groups
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Euclidean distance: 𝑑 𝑥, 𝑦 = √෍

𝑗=1

𝑑

𝑥𝑗 − 𝑦𝑗
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What should k be?

Choice of k
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For example, k is 4

Choice of k
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K means Algorithm

• Fix a number of desired clusters k

• Key insight: describe each cluster by its mean 
value (called cluster representative)

• Algorithm
– Select k cluster means at random

– Assign points to “closest cluster”

– Re-compute cluster means based on new 
assignment

– Refine assignment iteratively until convergence
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K means Algorithm
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Objective Function
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Example: Start
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Example: Iteration 1



24

Example: Iteration 2
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Example: Iteration 3
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Example: Iteration 4
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Example: Iteration 5



Coordinate descent

Coordinate descent is an optimization procedure for a multi-
variate function that optimizes one direction at the time

• However, it finds a local minimum
• Multiple restarts are often necessary
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Objective for the example data
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Compressing Images
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Vector Quantization

31



32



33



34



35



36



37



38



Choosing number of clusters
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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What happens as k increases?
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Heuristic: A kink in the objective
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Hierarchical clustering

• Hierarchical clustering is a widely used data 
analysis tool.

• The idea is to build a binary tree of the data that 
successively merges similar groups of points.

• Visualizing this tree provides a useful summary of 
the data.

• Advantages

– Hierarchical clustering only requires a measure of 
similarity between groups of data points.

– No specification of number of clusters (k)
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Two Types of Clustering
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Agglomerative clustering

• Algorithm:
– Place each data point into its own singleton group 

(cluster)

– Repeat
• Iteratively merge the two closest groups/clusters 

– Until: stopping condition is satisfied 

• Output
– Set of clusters

– Dendrogram (tree of how data was merged)

• Need to define distance or similarity between 
groups
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Hierarchical Clustering
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Hierarchical Clustering
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Computing distance between clusters
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Single Linkage



Computing distance between clusters
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Complete Linkage



Computing distance between clusters
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Average Linkage
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