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Review

• Deep Learning has the ability to learn 
hierarchy of features
– Performs better with more training data

– End-to-end learning

• Feed-Forward architectures
– Neurons from one layer 

– At each layer linear operation followed by non-
linear activation function

– Activation functions: sigmoid, ReLU, tanh (for 
regression)
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Outline

• Feed-Forward architectures

– Non-linear activations

– Multi-Layer Perceptron

– Multi-class classification (softmax unit)

– Representing Boolean functions

• Convolutional Neural Networks

– Convolution layer

– Max pooling layer
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Performance of Deep Learning
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Deep Learning Applications
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Neural Network Architectures
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Feed-Forward Networks
• Neurons from each layer 

connect to neurons from 
next layer

Convolutional Networks
• Includes convolution layer 

for feature reduction
• Learns hierarchical 

representations

Recurrent Networks
• Keep hidden state
• Have cycles in 

computational graph



Feed-Forward Neural Networks

7

Training data

Training labels

Learned 
during training



Feed-Forward Neural Network
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Vectorization
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𝑧[1] = 𝑊[1]𝑥 + 𝑏[1] 𝑎[1] = 𝑔(𝑧 1 )



Vectorization
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Output layer



Training Neural Networks
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Training Neural Networks

• Input training dataset D
– Number of features: d
– Labels from K classes

• First layer has d+1 units (one per feature and 
bias)

• Output layer has K units
• Training procedure determines parameters that 

optimize loss function
– Backpropagation
– Learn optimal 𝑊[𝑖], 𝑏[𝑖] at layer i

• Testing done by forward propagation
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Forward Propagation
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x Prediction



Logistic Unit: A simple NN
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= 𝑔(𝑤𝑇𝑥 + 𝑏)

No hidden layers



Activation Functions
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Positive
Classification

Positive
Classification

Regression



Why Non-Linear Activations?

• Assume g is linear: g 𝑧 = 𝑈𝑧

– At layer 1: 𝑧
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[1]

– 𝑎
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= g z
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• Layer 2:

– 𝑎
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= g z
2
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• Last layer
– Output is linear in input!

– Then NN will only learn linear functions
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Multi-Layer Perceptron (MLP)
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- Neurons from one layer are fully connected to 
neurons in next layer



18



19



20

Sigmoid Softmax



Softmax classifier
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• Predict the class with highest probability
• Generalization of sigmoid/logistic regression to multi-class



Multi-class classification
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Representing Boolean Functions
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Representing Boolean Functions
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Combining Representations
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XOR is non-linear!



Which models are deep?
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Outline

• Feed-Forward architectures

– Non-linear activations

– Multi-Layer Perceptron

– Multi-class classification (softmax unit)

– Representing Boolean functions

• Convolutional Neural Networks

– Convolution layer

– Max pooling layer
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Convolutional Neural Networks
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Convolutional Nets
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Convolutional Nets
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- Object recognition
- Steering angle prediction
- Assist drivers in making 

decisions

- Image captioning



Convolutional Nets

• Particular type of Feed-Forward Neural Nets 
– Invented by [LeCun 89]

• Applicable to data with natural grid topology
– Time series

– Images 

• Use convolutions on at least one layer
– Convolution is a linear operation

– Also use pooling operation

– Used for dimensionality reduction and learning 
hierarchical feature representations

31



Convolutional Nets
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Convolutional Nets
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Convolution Layer

34

• Depth of filter always depth of input



Convolution Layer
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Convolution Layer
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Second, green filter

6 filters



Convolutions
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Convolutions with stride
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Convolutions with stride
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Padding
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Examples
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Summary: Convolutional Layer
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