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I. Damien Angelos: The effect of more frequent software releases: A case study
2. Literature Review
2.1 Metrics for Measuring Process Change Efficacy

Measuring the outcome of a process change is as important as the planning and implementation phases.  One method for determining the efficacy of a change is to first measure how closely employees match the process model to execution.  All the steps in the model are defined and the actions taken by an employee performing the process are recorded.  A comparison can then be made by looking at each step where a difference exists.  This in turn provides information on whether a possible failure in the process is a result of a poor model or incorrect execution [3]. 

2.2 Research on Software Process Improvement Decision Making

A shift has been made towards improving existing processes over creating new products or services.  Many studies have been done showing that process change can benefit a company.  However, managers can often gain a false sense of security and believe any process change will be an improvement [1].  There are also disruptions to employee work in the initial implementation phase from system downtime and necessary training that can diminish a change’s effectiveness [2].  With this, process improvement projects often do not match with initial expectations.  Little if any research supports the hypothesis that process improvement has a direct causal relationship with business improvement.  Success for a process improvement initiative depends on awareness of many factors.  Project designers need to ensure it has the support of managers and developers, proper training takes place, the project is tailored to the company and goals are monitored.  On top of these factors, process change projects need to be explicitly managed and goals need to be continuously reviewed to ensure they align with business processes and expectations [1].

Another aspect of process change is the knowledge gained by employees.  The more information they have on the proper use of a system, the more productive they will be in the long term.  As a complement to improved products, knowledge acquisition can be considered an additional positive result of a successful software process improvement [2].  Employees who fully understand why the system is designed the way it is and not just how to use it would be able to provide useful input on its effectiveness and also provide assistance to new co-workers.

Despite the wealth of information on how process change decisions should be made, there is evidence that managers largely do not take into account scholarly works in their decision-making.  When asked how they would make decisions for a future project, managers valued research from industry leaders.  However, when asked to comment on previous process change projects, they tended to rely more on colleague experience and opinion [4].  A difference exists between what is valued and what is used in practice.

2.3 Studies on Software Release Schedule Decision 

The goal of any software project is to maximize economic value.  This is achieved by finding the most beneficial balance between a fast time to market and prolonging development to improve stability.  Short release schedules let companies gain an initial advantage if they release a feature before any of their competitors.  However, these quick releases are more likely to contain bugs that need more development time to fix.  A longer development cycle would allow for more testing time and also increase the number of enhancements that could be released in the final product [6].  

Managers often have a hard time making the correct decision when it comes to deciding when to release a project.  They face time and cost constraints, restricting the amount of information they can obtain to make an informed decision.  Input from a large group of stakeholders can influence decisions made.  Pressure to release early from other departments or higher level managers may affect a manager’s decision as well.  There is also often a high cost associated with reversing a decision if new information surfaces that point to an alternative being more economically sensible.  Additionally, there is a sense of finality after a decision has been made and implemented and other newer projects may take precedence [6].  While this mainly applies to large, individual projects, it is relevant for determining what frequency to use when releasing many smaller ones.  Being aware of and mitigating common detrimental effects in the release decision process by using a structured decision-making model can improve the chances for maximizing economic profit. 
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II. Eric Liljeback: Effects of Collaborative Software Engineering Tools on Quality Assurance Effectiveness

2.  Literature Review


The Computer Supported Collaborative Work field has contributed much in the way of research pertaining to how organizations incorporate technology in order to streamline the collaborative process.  There have been some good studies previously conducted attempting to characterize wiki use in large enterprises and in the context of complicated technical projects.  Of course, one must also take into account the different types of communication and collaborative work that is common place within the software industry, in order to determine the full impact a wiki will have on an organization.  Fortunately, some have already started down this research path which builds the base for my study and expected results.

2.1 Computer Supported Collaborative Work


“CSCW challenges in large-scale technical projects—a case study” [4] presents an interesting perspective into the adaptation of CSCW technologies into the midst of a very complex, multifaceted, geographically dispersed technical engineering project.  While it's not software they are building (instead its the world's largest tunnel/bridge construction project), it provides an excellent example of a organization which was very systematic and comprised of multiple interdependent functional units.  In addition, the organization in the case study had many complicated systems which were currently in production which needed to share and interchange data cross-system and cross-organization.  These systems include everything from project management and construction inventory systems, to standard office software and engineering systems to handle CAD images and blueprints.  The case study examines a number of bottlenecks in these systems which are caused by “monolithic, vertical” processes which add burden and overhead to collaboration.  These bottlenecks originated from typical cooperative activities like sharing materials between groups (both archiving and retrieving), issuing tasks to subordinates and contractor affiliates, and keeping track of task progress.  These bottlenecks represent the most fundamental management areas in which collaborative systems are supposed to excel.  The case progresses to solutions which were adopted by the firm to tackle some of these collaboration problems.  I will address each below:

· Sharing Materials:  The article claims that “supporting efficient on-line access to all shared materials would greatly reduce the need for multiple archiving, greatly reduce the workload on secretaries responsible for archiving [materials], and finally support the engineers in sharing materials needed for their work. [4]”  The case does note that in order for materials to be easily accessible, a good linking system is needed to link the different types of materials created in each system.  The introduction of a hyper-media architecture which is basically a common interface for accessing data from different systems would need to be introduced in order to create a fully collaborative and inter operable information network.

· Delegating and Checking Task Progress:  The case concludes that “most proposals for coordination technology are based on formal models of communication and roles.  In contrast, some domains require coordination support that closely couples to the materials processed [in the system] and flexible enough to support a dynamic, event driven environment evolving via the tasks to be monitored [4].”  This means that task management and status updates usually flow through formal organizational communication channels, but in some domains these tasks are entirely dependent on the current state of dynamic work in progress.  In that case, task coordination needs to be event driven, based on the current state of work.  The article mentions that reporting status to a collaborative system should be no means add overhead to the process. Instead it should be incorporated into the daily contributions of employees.  In other words, these types of status tracking systems should automatically know that work has been completed, and report that status to a task tracking system, without the need for large amounts of employee input.


This results of this case, while not specifically dealing with a wiki system, touch on some of the principles of cooperation and the technical requirements involved in implementing a collaborative work system.  What is especially applicable to my research from this case is the wide variety of systems and input that needed to be shared across the organization.  Instead of construction inventory systems, I'm dealing with Requirements and Defect Tracking Systems, different types of code snippets, test cases, and technical specifications.  The idea of a hyper-media architecture echoes the principle of having a common repository or interface to access all types of information.  This brings down barriers to accessibility and increases cooperation because information can be exchanged more freely.  This embodies what a wiki is meant to do, especially in the context of knowledge management, which is why this article is such a good contribution to my research.

 2.2 Wiki use in the enterprise


 “A wiki instance in the enterprise: opportunities, concerns and reality [2]” describes the design and deployment of a wiki application that supports planning and work collaboration in a “globally distributed, 900-member research organization [2].”  The product dubbed the “ResearchWiki” was developed to increase transparency to the work of the organization and provide a medium for expanded collaboration among researchers.  The paper claims to make two unique contributions to the field:  “First, it presents a comprehensive study of wiki usage in the enterprise.  While there have been other studies of wiki's in other settings, ... those settings differ from the workplace in many dimensions including power relationships, goals of participants, and ownership of content [2].”  This contribution is huge for my research because it represents one of the only studies conducted on wiki use on a corporate setting.  The second contribution which establishes increased qualitative substance is that the study was conducted longitudinally over the course of 17-months.  This is something my research project will lack due to natural time constraints, so its important to gain perspective of the reactions which are “representative of those arising in the long term; the 17-month study of deployment enables [the researchers] to monitor the evolving responses of users [2].”


This paper also offers three main components for a successful wiki implementation in the enterprise which provides a framework for analysis against my experience with ATG's implementation.  These main components are derived from the success of Wikipedia, the largest wiki system in use today.  The first component is design.  “It's design embodies a clear user model with tools to structure the user interaction (e.g. templates for pages, distinction between content and discussion pages [2].”  The second component is a well defined community structure which includes formal and informal roles which “supports content creation, and resolution of disagreement [2].”  The third, building off of community structure, requires social practices to have developed to the point where individuals act in a coordinated manner routinely and implicitly.  Basically, a set of unwritten rules and regulations becomes commonly understood among all participants, simply by interacting with the wiki over time.


The researchers incorporated these components into their “ResearchWiki” system, and put it into production in the research organization for 2 pilots so they could get the bugs out, and then a final  release which was used organization wide.  They arrive at several important conclusions which have ramifications for my research.  The most important conclusion is that the wiki did in fact increase transparency for consumers of the data in the system.  In fact, stakeholders began doing all of their research updates in the wiki instead of through email (as it was done previously) because of the increased popularity of the wiki system.  The wiki made it easy for researchers to keep tabs on other projects, and this newfound reliance and respect cultivated a culture of adoption to the wiki format.  The study does note that some “cross-role interactions [2]” between members of different groups lacked necessary direction when it came to research review and turnover processes.  There was a lack of coordination because stakeholders got involved in editing before they should have, however there were no preset rules to determine this interaction which explains its repeat occurrence.  This raises a bigger issue, that of content ownership which seem to be unique to enterprise environments.  “Power relationships and competition between stakeholders created a need for read-only access [2].”  This is interesting because the act of collaboration in this case was the fundamental issue.  The issue not caused  by the wiki system, but caused by a general distrust due to poor social interaction and negative traits displayed in human nature.  In a system which is collaborative by definition, having collaboration present potential negative consequences is counter intuitive, but important to consider for my study.  This paper also concluded that people are “reluctant to modify others' content except in special circumstances, such as if they were members of the same project [2].”  But the researchers notes that this is due to the relatively short time the wiki has been in production.  Eventually, as the wiki evolves to meet community requirements, a role specifically designed to review and make changes to peer work will emerge.  This is also an important point for my research, as ATG's wiki hasn't been in production very long, and those social roles most likely have yet to form.
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III. Andrew Kunkel: Effect of Privacy Concerns on Degrees of Exposure on Facebook
2. Literature Review
2.1. Studies on Social Networking Security Related Issues

Although millions of users log in to social networking sites every day to enjoy using the utility to meet new friends and to stay in touch with old ones, there are some serious security issues that have been plaguing this new technology.  All of the large online social networks, especially MySpace and Facebook, continue to combat the misuse of the information that they create and store. Spammers and scammers attempt to use the information these networks provide to trick unsuspecting users. 

The articles “FlyByNight: Mitigating the Privacy Risks of Social Networking” [Lucas et al. 2008] and “NOYB: Privacy in Online Social Networks” [Guha et al. 2008] discuss at length the issues with social networks and privacy risks that could result from not using encryption for social information. Because my study attempts to single out motivations or justifications for users sharing or not sharing certain pieces of information, these articles only helps in the sense that they explain some of the fears that may cause the behavior of sharing less information on social networks.

Garret Brown and his colleagues discuss the risks involved with context-aware spam that uses information from social networks to exploit authentic social connections to trick users into opening either a spam or phishing attempt e-mail. The research describes three possible exploitation methods using data taken from Facebook profiles; relationship-based attacks, unshared-attribute attacks, and shared-attribute attacks [Brown et al. 2008].  Although this helps to demonstrate the effectiveness and risk of context-aware spam and phishing, the research does not take into account users’ perceived risk or any precautions users might already be taking.  

The journal article “Social Phishing” describes an experiment in which a harmless phishing attack was targeted at a group of Indiana students between the ages of 18 and 24.  The experiment results showed that up to 65% of students fell for the attack under the control circumstances where the context of the attack was optimal. This article really demonstrates how context and perceived authority can lead to exploits and compromised accounts due to phishing. In a study by the Gartner group 19% admitted to clicking a phishing link, and 3% admitted to giving up personal information [Jagatic et al. 2007]. Although this experiment gave some good perspective on the dangers of phishing, it does not help me much with my research design as it is highly unethical and permission to perform a similar study would be hard to get.

The insights provided by these journal articles will be useful in assessing risk for the typical Facebook user in my study, by comparing what the average person shares and the effectiveness of each type of exploit.  It also gives many explanations as to why some Facebook users may be limiting the information they share, which could help in the analysis of my survey findings.  As these attacks become more prevalent and sophisticated, changes in user behavior can be expected.  If enough users are victimized privacy may become more of a concern for many social network utility users.
2.2. Research on Online Users Privacy Concerns and Perceived Risk

The journal article “Trust and privacy concern within social networking sites: A comparison of Facebook and MySpace” demonstrates in survey results that MySpace and Facebook users have similar privacy concerns and perceptions of trust but that Facebook users have greater levels of trust in Facebook and its users.  As a result of these trust levels the survey also demonstrates that users were willing to share more identifying information on Facebook.  The article’s analysis states that the results show that privacy concern has little influence on information sharing. This goes against my general hypothesis, and further verifies that my study is something worth pursuing to add clarity to the issue. This helps to verify that my study has a strong purpose and combined with Facebook’s market share is a large enough scope.  The study also describes how Facebook relationships tend to be created offline where MySpace relationships are more likely to be initiated on the site.  As a result Facebook users are more vulnerable to context-aware exploits [Dwyer et al. 2007].

The journal article “Over-Exposed? Privacy Patterns and Considerations in Online and Mobile Photo Sharing” attempts to gain insight through interviews of users about how they share photos online. This study identifies several concerns that my study will not cover, as my study only overlaps in that I observe if a personal picture is displayed at all [Ahern et al. 2007]. This study focuses more on the various aspects that affect how social network users share photos and what reasons users had to not share photos or to only share limited photos.

These articles provided insight on how user perception of the social network itself can affect perceived risk.  The second article above gives me a challenge for my study as they failed to detect any correlation between privacy concern and information sharing.
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IV. John Patota: Methods in User Education for Computer Security

2. Literature Review

2.1 The Setting
On-campus university technology needs are expanding. In 2001 only 80% of students brought a computer to campus with them. Now nearly everybody does. Of those first students, only 20% brought a laptop while today that figure is well over 80%. These students continue to set record on-campus housing enrolment figures by expanding more than 10% over this time period.

From a technology perspective students require easy to use, reliable and secure high speed computing environments. Today’s devices include desktops, laptops, wireless devices, PDAs, media players, and gaming consoles. NU calls this network the “Residential Network” or ResNet for short. When combined with university computer and printer labs, hotspot common areas, email, and other services, they make up campus Information Services. It’s in a universities financial best interest to maintain student satisfaction with these services and on campus housing as a whole so they decide to live on campus again the following year. In some ways technology also enhances the educational opportunities and value of the student experience.

The ResNet Resource Center (RRC) is a support tool for students. When they need help configuring their devices, when malware makes their devices unusable, or when they need hardware support, students seek out this support staff. The ResNet office consists of a few full time personnel supervising a team of part-time undergraduates. This is a common organizational structure of colleges and universities across the country. (Crews, Brown, Bray, & Pringle, 2007)
2.2 Differences in ResNet Methodology

ResNets go about configuring and remediating student devices in uncommon ways. Some, like the University of Delaware, charge to fix a students PC. The service was traditionally free but staff became bogged down with the same requests from the same students over and over again. Their information Services group, whose purpose is to maintain and improve the network as a whole, found themselves spending away from their primary responsibilities. Delaware rationalized that “the security responsibilities belonged to our students, and they needed to protect their computers and our network. If students didn’t accept this responsibility there would be severe consequences. A $70 dollar charge was chosen for first-time offenders and $100 for each subsequent cleaning. Staff provided detailed instructions on how to clean infected computers on websites for students who wanted to avoid the fee. It is reported that 1 in 4 students actually succeed in self remediation while the rest pay for the service. (Nichols & Hassler, 2005 )
A ResNet Resource Center can also attempt to educate its users through a series of passive and active educational outreaches. Northwest Missouri State University fills bulletin boards, mailboxes, door hangers and book marks with computing best practices, keyboard shortcuts, password recommendations, and spyware etiquette. They also provide active programs in student dorms, giving hands on demonstrations of creating a network of Xboxes without connecting to ResNet. (Verbick & Miller, 2005)
2.3 Understanding the User

The difference in educational methodologies stems from the industry debate over how and if users can become educated in sound computing practices. They are the front line of defense against malware. Firewalls and antivirus programs are a big part of keeping a computer secure, but it’s the user that clicks on the popup which infects them. It’s the user who downloads music through unsafe means. It’s the user who falls for the phishing scam. Those who argue that users can’t be educated constantly cite facts of blatant security ignorance. Users can’t select secure passwords or keep them from anybody offering candy in exchange. (Wagner, 2004)They don’t even know how to spell “phishing” never mind avoid the fraud scams. (Gorling, 2006)One third of American college students used and propagate unlicensed software even though they know it’s illegal. (Lupton & Rawlinson, 2007) 

Perhaps the problem with security is not the user, but the very systems themselves. Adams and Sasse explain grounded theory as an explanation of why passwords are hard to remember and ultimately counter secure.  

Many users have to remember multiple passwords, that is, use different passwords for different applications and/or change passwords frequently due to password expiration mechanisms. Having a large number of passwords reduces their memorability and increases insecure work practices, such as writing passwords down – 50% of questionnaire respondents wrote their passwords down in one form or another…..Poor password design (for example, using “password” as their password) was also found to be related to multiple passwords…..Many users try to comply with security rules by varying elements in these linked passwords (name1, name2, name3, and so forth). 

None of these techniques are in any way secure. Writing passwords down subject the systems to social engineering. Co-workers can come by a users desk, look underneath the keyboard to in a book to find the authentication information. Once they have that, simple variations of the password can lead them to other authentications. All of this takes into account the password isn’t “password” or some other easily guessed value. (Adams & Sasse, 1999)
Gorling argues systems like this, infact all computer security measures are designed this way – without considering the user. He argues that market economy companies value the production of work. Employees in this type of environment are shortsighted to the point where they work to achieve whatever work goal is before them with no regard to how they get it done. If they have to email someone their password so they can access to a customer database and make sales for the company, they will. If a phishing email makes them think Payroll is asking them to divulge confidential information for a paycheck problem, they will. Users will always circumvent a security model where the security features clash with the tasks the user is trying to carry out. (Gorling, 2006)
To make users change their behaviors and question their actions with a “best practice” mindset requires relating how the subsequent compromise, or downloaded virus actually hampers their overall productivity. In the article “approaches to user education” Clifford May points out that organizations fail at inspiring the importance of personal computer best practices to daily life. He creates a vision of a guard at a physical door. What happens if somebody gets past the security guard? Who is going to be responsible for stopping them from stealing everything? Organizations need to empower their members and make them think they are a needed solution to the problem.

Stopping a crook is a simplistic example because its tangible. Its harder to imagine a Trojan getting past your firewall, and setting up a mail server or irc bot network. Its hard to see that piece of spyware tracking your movements. May suggests making any such informational material personal, matching it to the technical level of the audience, keeping it short and interesting by using real life examples as part of everyday business practices. Too often diatribes of the importance of security to the business goes in one ear and out the other. Presentations need to be designed to stick in peoples minds by making the massage one they can indentify with their personal life. This could be an example of the risks of an unsecure home computer.

When matching a message to an audience, May recommends not being too technical to laypeople and not boring more computer literate users. Nothing turns people off from your message quicker. The opportunity to convey good information is lost, as well as future credibility when you wish to take time out of peoples day to further advance their awareness.

Keep presentations short and interesting so participants can absorb your message. Few people have the ability to memorize a 50-page policy paper that covers every eventuality. Fewer have the desire. Employees or students taking time out of their day certainly will not.  

Using real life examples helps this. This gets back to the tangible aspect where users will benefit from concrete examples. They will be more apt to listen to stories of a virus taking down a competitor’s network or about a past security threat of their own workplace than some more abstract example. (Maya, 2008)
A group at Carnegie Mellon University sought to create a training mechanism, evaluating how users responded to a digital emotional character. Anti-phishing phill is fish that taught its participants how to avoid phishing schemes and urls through a game. They focused along the same learning principles that may suggested and succeed in their intervention.

Their game followed 5 basic learning principles. They found that users learned well through practice. Immediate feedback was provided when users either correctly identified a phishing url or failed to do so. They found that the effectiveness of computer aided instruction increases when words and pictures are presented contiguously rather than isolated from one another in time and space. Like May the instruction was personal, using a conversational tone rather than in instructional one. Lastly, they had a story based agent in phil who guided users through the learning process. (Kumaraguru, et al., 2007)
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Social scientific research has generally examined gaming as an

undifferentiated activity potentially associated with various factors outside the immediate

behavioral context of the game, and has tended to treat computer gaming in rather value-laden

terms. For example, most research emphasizes negative aspects of gaming,

including gaming addiction [Griffiths and Hunt 1998]; the effects of gaming on extragame

aggression and violence [Anderson and Bushman 2001; Sherry 2001]; poor sleep

patterns [Higuchi et al. 2005]; or obesity [Vandewater et al. 2004]; and the prevalence in

computer games of violent imagery [Smith et al. 2003]; gender stereotypes [Dietz 1998;

Norris 2004]; or problematic cultural ideologies [Gottschalk 1995]. Other research has

considered potentially positive social outcomes of gaming [Durkin and Barber 2002];

educational benefits of computer games for teaching [Amory et al. 1999; Ju and Wagner

1997; Malone 1981]; or skill acquisition [Day et al. 2001]; and the use of game design

techniques to improve human-computer interfaces for other kinds of software [Johnson

and Wiles 2003; Pausch et al. 1994]. Research that has treated computer gaming in more

neutral terms has examined demographic [Griffiths et al. 2003)] or personality factors

[Griffiths and Dancaster 1995; McClure and Mears 1984] as predictors of gaming

behavior; the effects of gaming on perceptual, cognitive or motor functions [Castel et al.

2005]; and the use of computer games as methodological tools for studying various other

behavioral phenomena [Donchin 1995; Washburn 2003].

Very little social scientific research has considered computer games as behavior

settings in their own right [Blanchard 2004], or investigated computer gaming in situ, as a

form of human behavior with its own characteristics worthy of study. In a survey study

designed to identify aspects of computer games that might induce players to begin

gaming in the first place or to continue playing after beginning a game, Wood et al.

[2004] asked 382 college students to rate the importance of a wide variety of common

video game characteristics, including sound, graphics, rate of play, control options, etc.,

and found numerous differences between male and female players’ ratings of particular

characteristics. Mallon and Webb [2005] used focus-group studies to identify narrative

elements of games perceived to affect player engagement, including such factors as

characterization, agency, plot, and authorial control, among others. Methods used by

game developers to evaluate game play experience and fun have been described [Davis et

al. 2005; Fabricatore et al. 2002; Sweetser and Wyeth 2005], though few empirical results

have been reported. A few studies have used interpretive or ethnographic methods to

describe aspects of specific game environments, such as communication and social

relationships among players and the construction of identities in online role-playing

games [Cherny 1999; Kolo and Baur 2004; Muramatsu and Ackerman 1998; Nowak and

Rauh 2005; Reid 1994; Wright et al. 2002]; experiential properties of game play, such as

flow and immersion [McMahan 2003]; and game design features that support

collaborative interaction among players [Manninen and Kujanpää 2005]. Finally, a

growing body of theoretical work has drawn on aesthetic, cultural or communications

theory perspectives from the humanities, to interpret computer games as new forms of

cultural expression similar in many ways to traditional plot-based narrative forms, but

with interactive, or ergodic, properties that pose significant challenges for narrative

theory and methods [Aarseth 1997; Frasca 2003; Juul 1999; Schell 2005]. Several

gaming definitions and taxonomies have been proposed that attempt to conceptualize the

structural and behavioral properties of games and to account for differences between

computer-based and traditional games [Aarseth et al. 2003; Järvinen 2003; Juul 2003;

Klabbers 2003]. 

Consistent with the latter work, it is a basic contention of this article that

understanding how gamers make sense of computer games as complex socio-technical

behavior settings and understanding how they behave while playing games are

worthwhile research objectives. This article reports the findings of an exploratory

interview study that investigated how computer gamers behaved and conceived of their

situated activity in the context of playing a popular class of computer games known as

first-person shooters (FPS). The study examines how players experience and understand

significant social and technical aspects of the FPS gaming situation in relation to their

own goal-directed activity within the game. As an exploratory study of a poorly

understood behavioral phenomenon, the research questions guiding the design of the

study were fairly general in nature: What do players like and dislike about their FPS

gaming experience? What are the pros and cons of playing alone in single-player mode,

compared to playing with others in multiplayer mode? How do players experience their

interactions with other players, or with nonhuman game characters such as bots? Which

aspects of the FPS gaming situation do players pay most attention to when they are

playing (i.e., which aspects of FPS games are most salient to players)? How do players’

goals within the gaming context influence their perception of various social and technical

aspects of FPS games? Little is known about such gaming perceptions and experiences;

their documentation contributes to an improved understanding of FPS gaming as a

complex, context-dependent, goal-directed socio-technical activity.

The remainder of the article is organized as follows. The next two sections will

describe the basic characteristics of FPS games as behavior settings and the research

methods used in the study. This is followed by a detailed presentation of the interview

results summarizing gamers’ perceptions of various social and technical aspects of their

FPS gaming experience. The article ends with a discussion of the results and their

implications for game developers and future gaming research. The discussion considers

the theoretical relationship between FPS gaming goals and how gamers perceive and

evaluate salient aspects of their gaming experience. Suggestions about how game

developers might improve the design of FPS games are also offered.
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